5.2.5.1 Vadose Zone: 0 to 10.7 m (0 to 35 ft). This section focuses on U-238, Tc-99, and nitrate
simulation results for those locations showing elevated concentrations or trends in the vadose zone at
depths less than 10.7 m (35 ft). In general, this region encompasses the waste zone and surficial sediment
down to the first basalt interface. Since multiple lysimeters can be at different elevations for an individual
well location, lysimeters are referred to in this subsection using a combined well name lysimeter number
identifier. See Section 2.3.2 for a complete list of lysimeters in the SDA.

5.2.5.1.1 Uranium-238—From Section 4, lysimeters at Wells PA-01, PA-02, W08, and
W23 show substantially elevated concentrations relative to an estimated background concentration of
3.86 pCi/L for the vadose zone. This background concentration is added onto simulation results in the
following time histories. The first set of time histories shown in Figure 5-32 is for lysimeters at
Wells PA-01, PA02, W08, 98-4, and W25; all five wells are located in the east-central portion of the
SDA. At first impression, the simulation results show almost no agreement; however, this difference is
explained by the relationship of the gridblocks containing the lysimeters to the locations where U-238 is
released from the source model into the vadose zone model. For example, Figure 5-32 also shows a
simulated-concentration time history for U-238 for a gridblock that is one gridblock north of the location
containing Well PA02-L16. This latter gridblock location is assigned the Pad A waste stream. The time
history at this location shows better agreement with observed monitoring results. The concentrations are
slightly underpredicted, but are well within the same order of magnitude. Lysimeters in Wells PAO1 and
W08 also are not in gridblock locations that have a U-238 source release superimposed on them; for
similar reasons, these wells show poor agreement with observed concentrations. Lysimeters in Wells 98-4
and W25 show similar behavior, with location relative to gridblocks where waste streams are applied as
being important. The lysimeter in Well 98-4 corresponds to the gridblock one cell west of the Pit 4 waste
stream and shows reasonable agreement with monitoring data, which is similar to the estimated
background. The lysimeter in Well W25, however, just barely corresponds to the westernmost gridblock
receiving the Pit 4 waste stream, and the simulated results overpredict monitoring results, which again are
similar to the estimated background concentration. With a model as coarsely discretized as the RI/FS
model, some locations will show good agreement and some locations will not, depending on where mass
is loaded into the vadose zone model from the source model. Also, simulated concentrations represent an
average for the entire gridblock, whereas monitoring results represent point data that will vary spatially.

The simulated concentration time history is shown in Figure 5-33 for the three lysimeters in
Well W23, located in the western portion of the SDA. This gridblock corresponds to the source-release
area of Trenches 1 through 10, which does have U-238 mass imposed on it. As a result, simulated
concentrations are nonzero for this location and, although low compared to the observed concentrations,
are within an order of magnitude of the monitoring results.

To avoid giving the erroneous impression that U-238 is underpredicted everywhere, vertical cross
sections, which include source-release locations, in the second-level refined grid are presented in
Figure 5-34. Figure 5-34 shows the locations of the cross sections—two west-east and one south-north.
The additional blue shading on the locations of the cross sections indicates source-release gridblocks,
with the darker shading showing those locations with higher source-release fluxes, and the lighter shading
showing those locations with lower source-release fluxes. Figures 5-35, 5-36, and 5-37 show the cross
sections from the indicated locations for a simulation time corresponding to Calendar Year 2004.
Monitoring results from this time period are posted on the plot at their approximate location. Also posted
beneath these two values is the number of monitoring results that were available from this lysimeter from
an arbitrary 2-year period before and after the indicated time. Only samples with detections are posted.
Lithologic divisions can be discerned in the cross sections. Land surface is the uppermost solid line and
shows slight variations in surface elevation. Solid lines also indicate the bottom of the surficial sediment
and the A-B interbed.
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Figure 5-32. Time-history comparison of simulated (red line) and observed (blue diamonds)
concentrations for uranium-238 in the lysimeters at Wells PAO1, PA02, W08, W98-4, and W25.
Background concentration is indicated by the dashed line.
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Figure 5-33. Time-history comparison of simulated (red line) and observed (blue diamonds)
concentrations for uranium-238 in the lysimeters at Well W23. Background concentration is indicated by
the dashed line.
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Figure 5-34. Locations of cross sections in the second-level refined grid vadose zone domain. Darker blue
shaded gridblocks indicate locations of primary uranium-238 mass loading from the source-release
model.

Cross sections in Figures 5-35, 5-36, and 5-37 clearly show the effect of discretization and where
U-238 mass is assigned in the model. The effect of the U-238 mass assignment relative to the location of
Well PA02 also can be seen in the cross sections. The southernmost Pad A waste stream gridblock shows
up in cross sections of both the W-E Section: Plane 11 (see Figure 5-35) and the S-N Section: Plane 17
(see Figure 5-37). Well PAO2 is in the gridblock just to the south, and shows very little simulated U-238
mass in contrast to monitoring results for Well PA02, which show U-238 is elevated. In addition,
simulation results in the cross sections show that the majority of the U-238 remains within the lower part
of the surficial sediment and selectively migrates downward, with some influence from gaps in the
A-B interbed.

5.2.5.1.2 Technetium-99—Only one vadose zone location in the 0 to 10.7-m (0 to 35-ft)
depth zone shows an increasing trend for Tc-99. This location is Well W23 and Figure 5-38 shows the
simulated results compared to monitoring results for this location. The estimated background
concentration for Tc-99 in the vadose zone is 0 pCi/L; therefore, it is not added to the time-history
simulation results. Time histories in Figure 5-38 are presented using a logarithmic scale for concentration
due to Tc-99 being substantially overpredicted at this location, as well as almost everywhere else in the
simulations. Figure 5-39 shows a west-east cross section from the second-level refined grid for simulated
Tc-99 concentrations in Calendar Year 2004. The Tc-99 overprediction in the vadose zone model is
probably caused by the source-release model overpredicting the release of Tc-99.

d. A task to improve the source-release and fate and transport modeling for Tc-99 is ongoing for incorporation in the Operable
Unit 7-13/14 feasibility study to provide a better basis for remedial decisions.
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Figure 5-35. Cross section showing simulated uranium-238 aqueous concentrations in Calendar
Year 2004 (see Figure 5-34 for the location of cross section).
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Figure 5-36. Cross section showing simulated uranium-238 aqueous concentrations in Calendar
Year 2004 (see Figure 5-34 for the location of cross section).
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Figure 5-37. Cross section showing simulated uranium-238 aqueous concentrations in Calendar
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Figure 5-38. Time-history comparison of simulated (red line) and observed (blue diamonds)
concentrations for technetium-99 in the lysimeters at Well W23.
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Figure 5-39. Cross section showing simulated technetium-99 aqueous concentrations in Calendar
Year 2004.
5.2.5.1.3 Nitrate—FElevated nitrate concentrations were seen at two locations, Wells PA02

and W25 (see Figure 5-40), in the 0 to 10.7-m (0 to 35-ft) zone. The vertical concentration scale is
different for the two locations in order to show detail, although both show the simulated concentration to
be higher than the observed concentration. In contrast to the U-238 simulation results, even though the
gridblock containing Well PA02 does not receive contaminant mass from the source-release model
assigned to it, sufficient mass is assigned to the nearby Pad A waste stream blocks to result in appreciable
nitrate appearing in the simulation results at this location. These locations were chosen because they show
elevated nitrate concentrations; therefore, the model results at all other locations also would show
overprediction, leading toward the conclusion that nitrate simulation results are conservative with respect
to maximizing groundwater-pathway concentrations.

5.2.5.2 Vadose Zone: 10.7 to 76.2 m (35 to 250 ft). Similar to the shallow vadose zone in the
0 to 10.7-m (0 to 35-ft) interval, simulated time histories are compared in this section for those
monitoring locations from the 10.7 to 76.2-m (35 to 250-ft) interval that have elevated—even if only
slightly—U-238, Tc-99, and nitrate concentrations, based on discussions in Section 4.

5.2.5.2.1 Uranium-238—Lysimeters showing slightly elevated U-238 concentrations
above background are [1S-DL09, 14S-DL15, D06-DL01, D06-DL02, and TW1-DLO04. For the Well D06
location, only the uppermost lysimeter (i.e., Lysimeter DL02) is shown in Figure 5-41. Intervals of
10.7 to 42.7 m (35 to 140 ft) and 42.7 to 76.2 m (140 to 250 ft) are combined for this discussion because
so few locations are showing elevated concentrations in the deeper interval.
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Figure 5-40. Time-history comparison of simulated (red line) and observed (blue diamonds)
concentrations for nitrate in Lysimeters PA02-L16 and W25-L08. Background concentration is indicated
by the dashed line.
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Figure 5-41. Time-history comparison of simulated (red line) and observed (blue diamonds)
concentrations for uranium-238 in lysimeters in the 35 to 250-ft depth interval. Background concentration
is indicated by the dashed line.

Although simulated concentrations are nonzero, they are very low and essentially plot just at
background. Simulations represent averaged concentrations over larger gridblock volumes at this depth—
76.2 m (250 ft) on a side—and again cannot be expected to exactly mimic observations at a specific point.
Also note that the plots show only locations with elevated concentrations. The other monitoring locations
(i.e., the majority) all show nondetects.

5.2.5.2.2 Technetium-99—FElevated concentrations of Tc-99 in the 10.7 to 76.2-m
(35 to 250-ft) interval were observed at Wells D06 in Lysimeters DL-01 and DL-02. Simulated Tc-99
concentrations for gridblocks containing these lysimeters are shown in Figure 5-42. These results are
plotted with a linear vertical axis because the concentrations are not as overpredicted at this location as
they were for the shallower Well W23 location shown previously.

5.2.5.2.3 Nitrate—Elevated concentrations of nitrate in the 10.7 to 76.2-m (35 to 250-ft)
interval were observed at Wells I-2S and [-4S. These simulation results are shown in Figure 5-43.
Lysimeter [-2S-DL11 shows very high monitoring results for nitrate; therefore, it is not surprising that the
model underpredicts in comparison. Lysimeter [-4S-DL15 has lower monitoring results; the model results
overpredict for this location.
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Figure 5-42. Time-history comparison of simulated (red line) and observed (blue diamonds)
concentrations for technetium-99 in the lysimeters in the 35 to 250-ft depth interval.
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Figure 5-43. Time-history comparison of simulated (red line) and observed (blue diamonds)
concentrations for nitrate in lysimeters in the 35 to 250-ft depth interval. Background concentration is
indicated by the dashed line.
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5.2.5.3  Aquifer. This subsection first compares simulated and observed nitrate and chromium
concentrations. These two contaminants are chosen for consistency to allow comparison to ABRA
modeling results and because they offer insight into how the model results compare to monitoring data.
Both contaminants are conservative in that they do not sorb, and thus, avoid the complication of assigning
a Ky. Lastly, time histories for simulated aquifer concentrations for all contaminants in the RI/FS model
that have detections from aquifer monitoring are compared to the observations.

5.2.5.3.1 Comparison of Simulated and Observed Nitrate Concentrations—
This subsection shows comparisons of simulated results and monitoring results for nitrate as elemental
nitrogen. Time histories, contour plots, and vertical profiles through the aquifer domain are presented to
show spatial resolution.

Calibration to the observed aquifer nitrate concentrations was not attempted for these simulations.
Rather, simulations for both the vadose zone and the aquifer were developed based on best-available
information. Then simulations were run once in a forward mode.

Nitrate is a ubiquitous chemical in groundwater. Background concentrations must be considered,
when making comparisons, even though it is assumed for RI/FS modeling that contaminant
concentrations near the SDA are not influenced by upgradient sources. A background concentration of 1.0
mg/L was added to simulated values in the time-history plots shown in Figure 5-44. This background
concentration appears appropriate for the local RWMC area and is within the range of background
concentrations typical for the INL Site (i.e., 0.4 to 5.0 mg/L) as presented in Section 4. The time-history
plots are all shown with a consistent time axis and a consistent concentration axis, except for Well M17S,
which has an one-order-of-magnitude-larger concentration axis to show the simulated results. Simulation
results representing all wells, except Well M4D, are taken from the second gridblock down in the aquifer
model. This depth best corresponds to the location of well screens for SDA vicinity wells (Magnuson and
Sondrup 2006). Well M4D is unique in that it is screened much deeper; therefore, simulated
concentrations from deeper in the model are used. In general, the simulation results show slightly lower
predicted concentrations in the aquifer than those in the ABRA model due to a combination of reduced
inventory and changes in transport through the vadose zone. Figure 5-45 illustrates that nitrate is
sometimes overpredicted and sometimes shows no contribution from SDA sources when compared to the
monitoring data. Also evident in the monitoring data is that the mean local background estimate has some
degree of variability around it.

A contour plot of the simulated nitrate concentrations in Calendar Year 2004 is shown in
Figures 5-46 and 5-47 for the refined and base aquifer-simulation domains, respectively. Again,
concentrations are taken from the second gridblock down from the aquifer model. The estimated local
background of 1.0 mg/L is not added to the simulation results in Figures 5-46 and 5-47. Simulated results
show that nitrate is predicted to move to the east—southeast within the area of the refined domain due to
topography influences in the vadose zone and slightly south—southeastern water velocities under the
eastern portion of the SDA and Transuranic Storage Area. In the larger base domain, control of the
regional gradient is exerted and the simulated plume moves south—southwest.
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Figure 5-44. Comparison of simulated (red line) and observed (blue diamonds) nitrate (as N)
concentration time histories for aquifer monitoring wells near the Subsurface Disposal Area. Background
concentration is indicated by the dashed line.
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aB_g10.GV1: W2: 1Z=2: 1/2004 M = Maximum value = 6.20E+01
G1569-75

Figure 5-46. Simulated aquifer nitrate concentrations (mg/L) for the year 2004 for the refined aquifer
domain. The results do not include any additional contribution from local background concentrations.
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aB_g10.GV: W2: IZ= 2: 1/2004

M = Maximum value = 2.16E+01

G1569-76

Figure 5-47. Simulated aquifer nitrate concentrations (mg/L) for the year 2004 for the base aquifer
domain. The results do not include any additional contribution from local background concentrations.
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The predicted movement of nitrate east—southeast within the aquifer model-refined domain can be
seen more easily in Figure 5-45, where time histories from Figure 5-44 are portrayed in spatial relation to
their well locations. Elevated nitrate concentrations are predicted by current time for Wells M178S,
USGS-119, USGS-90, and M15S, which are all beneath the SDA or south-southeast. Well M6S would
have a higher predicted concentration, but it is outside the refined area; therefore, the predicted
concentration is subject to averaging over a much larger gridblock volume, which dilutes the simulated
concentration. In terms of monitoring data, some patterns can be interpreted when compared to the local
background estimate of 1.0 mg/L. For purposes of comparison, monitoring results are grouped into four
classes with an indication found in the upper right of each time-history plot. An “L” indicates the
monitoring data were mostly below the background, an “M” indicates the monitoring data mostly match
the background, and an “H” indicates the monitoring data are mostly higher than the background.
Following this categorization, Wells USGS-87, M3S, M7S, M16S, USGS-90, M17S, USGS-117, M4D,
and USGS-120 all show concentrations mostly below background. Wells M1S and M15S match the local
background, Wells USGS-119 and USGS-88 are elevated compared to the local background, and
Well M6S has the highest concentrations above the local background estimate. Grouped in this fashion,
monitoring data also show a tendency for nitrate concentrations to be elevated in several wells south of
the SDA, with one grouping including Wells USGS-119, M15S, and M6S, which are in the direction of
predicted local transport to the southeast.

Most of the monitoring data are consistent with the conceptual model and the numerical
implementation. The aquifer flow system is dominated by a low-permeability region south and southwest
of the SDA that directs flow eastward around the low-permeability system. In comparing simulation
results to monitoring results, concentrations are overpredicted in Well M17S (inside the SDA), in
Well USGS-119 (immediately south of the SDA), and in Well USGS-90 (east of the SDA). Predicted
concentrations slightly overpredict observed concentrations at Well M15S (east of the Transuranic
Storage Area).

Concentrations are underpredicted at Well M6S (southeast of the SDA). The simulation results at
the grid location corresponding to Well M6S are subject to additional dilution due to being outside the
refined area. Without this dilution, the agreement would be better. The majority of other locations outside
this predicted contaminant plume essentially shows no simulated impact above local background
concentration. Obviously, the system is more complex than has been represented in the model. However,
the model does provide a foundation for explaining most of the observed behavior and, thus, meets a goal
of general representativeness.

Vertical profiles of simulated nitrate concentrations at the gridblock location with the maximum
simulated concentration in Calendar Year 2004 (see Figure 5-46) are shown in Figure 5-48 for four
different dates. These plots do not have the background concentration added to the simulation results.
This same location remains the location of maximum concentration until Calendar Year 2120, when it
shifts southward with the center of mass. Note that the horizontal-concentration scale changes in the
profile for Calendar Year 2997. Contours of the simulated concentration for the same times from the
corresponding north-south cross section in the refined aquifer domain are shown in Figure 5-49.

Only Calendar Years 2004, 2066, and 2110 are shown because the simulated concentration for Calendar
Year 2997 is less than 1 mg/L.
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Figure 5-48. Simulated aquifer nitrate concentration profiles beneath the Subsurface Disposal Area.
The year is shown at the top of each plot.
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Figure 5-49. Simulated aquifer nitrate concentrations (mg/L) for north-south cross sections through the
location of maximum simulated concentration at times corresponding to profiles shown in Figure 5-48.
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Understanding the dynamic behavior of simulated profiles requires knowing (1) the
contaminant-loading history from the vadose zone simulation at this location, (2) that water flux from the
vadose zone is relatively constant, and (3) that the low-permeability region in the aquifer results in slow
horizontal velocities, which increases the effect of contaminant flux coming into the model from the
vadose zone. A one-to-one correspondence from the bottom of the vadose zone to the top of the refined
domain in the aquifer exists. Nitrate loading from the vadose zone model for the gridblock location
profiled in Figure 5-48 is shown in Figure 5-50. During the period up to approximately Calendar
Year 2050, contaminant flux to the aquifer is increasing. A profile from this period (i.e., Calendar
Year 2004) shows consistently decreasing simulated concentrations with depth in the aquifer. Shortly
after this period, nitrate flux from the vadose zone begins to decrease while water flux stays the same.
This begins to result in lower concentrations at the surface (Calendar Year 2066), possibly indicating that
a slight downward gradient has developed in the aquifer simulation within the low-permeability region.
By Calendar Year 2110, this reversal in the concentration gradient has almost penetrated to the bottom of
the simulation domain. At a much later time (i.e., Calendar Year 2997), the concentration gradient is
reversed, with the highest concentration at the bottom of the domain, although concentrations at this later
time are much lower. This simulation behavior of the concentration not always being greatest at the
uppermost gridblock has implications when extracting concentrations from the model for risk assessment.
It would not necessarily always be conservative to use the concentrations from the uppermost gridblock in
the aquifer domain. In this baseline risk assessment, concentrations are taken from the second gridblock
down. Section 5.2.5.3.3 shows similar vertical profiles for other contaminants to further illustrate this

point.
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Figure 5-50. Time history of the simulated nitrate flux from the vadose zone simulation at the grid
location profiled in Figure 5-48.
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5.2.5.3.2 Comparison of Simulated and Observed Chromium Concentrations—
Chromium is another contaminant buried in the SDA for which transport was simulated. In these
transport simulations, chromium was assumed to remain in the mobile hexavalent state. Though
chromium is not considered a contaminant of potential concern in the RI/BRA, subsurface model
predictions for chromium are compared to measured values because sufficient monitoring data are
available to support the comparison (see Section 4). Figure 5-51 illustrates time histories of simulated
chromium concentrations compared to observed aquifer concentrations. The monitored concentrations are
inferred to represent hexavalent chromium also. Similar to the time-history plots for nitrate
concentrations, the simulated chromium concentrations are added onto the upper end of the aquifer
background concentration range of 1 to 22 pg/L for the Snake River Plain Aquifer (see Section 4).
Only simulated chromium concentrations for Wells M17S and USGS-119 begin to be discernible above
background for the 1970 through FY 2004 timeframe presented in Figure 5-51. The maximum simulated
chromium concentration anywhere in the aquifer through FY 2004 is 30 ug/L. This concentration is
approximately an order of magnitude greater than the maximum simulated chromium concentration
through the same period for the ABRA model. Both the ABRA and RI/FS models underpredict observed
values.

Field data for chromium show considerable variability, similar to nitrate. Locations showing the
most consistent elevated concentrations are Wells M1S, M15S, and M6S. Two of these are in the
direction of interpreted and simulated flow to the east—southeast in the locally refined portion of the
aquifer domain.

5.2.5.3.3 Comparisons of Simulated and Observed Concentrations for
Dissolved-Phase Radionuclide Constituents—This subsection presents comparisons of time
histories of simulated results from the base-case simulation for those dissolved-phase radionuclides that
have detections in the aquifer from monitoring. These contaminants are I-129, Tc-99, Am-241, Np-237,
Pu-238, and Pu-239. Results are presented graphically as time-history comparisons to field monitoring
results at grid locations representing SDA aquifer monitoring wells (see Figures 5-52 to 5-57). In contrast
to results presented previously for nitrate and chromium, contaminants in these figures are anthropogenic
and have no background concentrations to be added to simulation results, except for I-129 with a local
background of 0.05 pCi/L. This latter background is indistinguishable in Figure 5-52. Monitoring results
for radionuclide contaminants of potential concern that represent 3¢ detections, or greater, are included as
blue diamonds on the time-history plots along with a whisker-style indication of their associated 1o
uncertainties. In cases where analyses were performed but no contaminants of potential concern were
detected, nondetects are plotted in green at the extreme lower-bound inventory of the plot. Simulation
results are portrayed as a continuous line with black asterisks. Simulation results representing all wells,
except Well M4D, are taken from the second gridblock down in the aquifer model. Well M4D is unique
because it is screened much deeper; therefore, simulated concentrations from deeper in the model are
used. The second gridblock extends from 8 to 16 m (26 to 52 ft) in the aquifer domain and is similar to
most of the screened intervals in the monitoring wells. Thus, simulated concentrations represent
concentrations at a depth of 12 m (39 ft) below the water table.

Results in Figures 5-52 through 5-57 highlight the erratic nature of detections compared to the
majority of nondetect results, and those results lend credence to the assumption that these detections are
not representative of transport and the simulation results need not mimic them. These sporadic detections
include low-level actinide concentrations that are just at instrument detection limits and may be false
positives.
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Figure 5-51. Comparison of simulated (red line) and observed (blue diamonds) chromium concentration

time histories for aquifer monitoring wells near the Subsurface Disposal Area. Background concentration

is indicated by the dashed line.

5-118



Chromium Concentration (ug/L) Chromium Concentration (ug/L) Chromium Concentration (ug/L)

Chromium Concentration (ug/L)

Well A11A31

o
o

o
o
T

I aB_g10.GV W3, IX:54, IY:67, 1Z: 2

50 [
L o1
0 . . ]
1970 1975 1980 1985 1990 1995 2000 2005
Time (years)
Well USGS-87
150 ; .
aB_g10.GV1 W3, IX: 7,1Y: 9, 1Z: 2 1
100 |- i
<o 4
50 [ ]
I o |
0 o M 900,000, %0000, |
1970 1975 1980 1985 1990 1995 2000 2005
Time (years)
Well USGS-88
150 ; .
aB_g10.GV1 W3, IX: 4,1Y: 2, 1Z: 2 1
100 |- i
50 [ © @ oo —
o o
o © ° ]
© 4 1
<o 4
0 . .
1970 1975 1980 1985 1990 1995 2000 2005
Time (years)
Well USGS-90
150 T .
aB_g10.GV1 W3, IX:13,IY: 5, 1Z: 2 R
100 |- i
50 |- ]
| ° i
*—g — |
0 < < R
1970 1975 1980 1985 1990 1995 2000 2005

Time (years)

Figure 5-51. (continued).
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Figure 5-52. (continued).
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Figure 5-53. Comparison of simulated (red line) and observed (blue diamonds) technetium-99
concentration time histories for aquifer monitoring wells near the Subsurface Disposal Area.
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Figure 5-53. (continued).
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Figure 5-54. Comparison of simulated (red line) and observed (blue diamonds) americium-241
concentration time histories for aquifer monitoring wells near the Subsurface Disposal Area.
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Figure 5-54. (continued).
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Figure 5-55. Comparison of simulated (red line) and observed (blue diamonds) neptunium-237
concentration time histories for aquifer monitoring wells near the Subsurface Disposal Area.
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Figure 5-56. Comparison of simulated (red line) and observed (blue diamonds) plutonium-238
concentration time histories for aquifer monitoring wells near the Subsurface Disposal Area.
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Figure 5-56. (continued).

5-129



Well M1S Well M7S

o
=3
>

o
=}
=3

aB_g2.GV W3, IX:56, IY:76, 1Z: 2
Model data all zeros for location

aB_g2.GV1 W3, IX: 3,1Y:5,1Z: 2
Model data all zeros for location

o

o

kS

T

.
o
o
&
1

o

o

[
T

.

o
o
S

——
"

Pu-239 Concentration (pCi/L)

Pu-239 Concentration (pCi/L)

0 0
1970 1975 1980 1985 1990 1995 2000 2005 1970 1975 1980 1985 1990 1995 2000 2005
Time (years) Time (years)
Well M3S Well M15S
— 0.06 ‘ ‘ — 0.06 ; ‘
5 aB_g2.GV1 W3, IX:11,1Y: 8, 1Z: 2 5 aB_g2.GV W3, IX:56, IY:72, 1Z: 2
K K
c =
S 004t E S 0.04 —
g g
< c
@ @
o o
5 S 002
8 0.02 9 3 0.0: 9
(2] (2]
] ]
Q q
) 3
) & o
1970 1975 1980 1985 1990 1995 2000 2005 1970 1975 1980 1985 1990 1995 2000 2005
Time (years) Time (years)
Well M4D Well M16S
—~ 0.06 ‘ ‘ — 0.06 ‘ ‘
8 aB_g2.GV1 W3, IX:5,1Y: 2,1Z: 7 8 aB_g2.GV W3, IX:56, IY:74, 1Z: 2
o Model data all zeros for location o
c j=
2004t 1 2004 1
[ [
< c
@ @
o o
3 F 1 S 0.02 1
3 0.02 30
) o
1] <]
Q q
=} =)
& 9 & o
1970 1975 1980 1985 1990 1995 2000 2005 1970 1975 1980 1985 1990 1995 2000 2005
Time (years) Time (years)
Well M6S Well M17S
—0.06 w w 006 w w
8 aB_g2.GV W3, IX:56, IY:70, I1Z: 2 8 aB_g2.GV1 W3, IX: 8,1Y: 6,1Z: 2
o k=3 Model data all zeros for location
c c
S 004t g S 004 g
[ g
< <
Q [
o o
g S 0.02
3 0.02 q 30 4
) )
(<] (%]
Q R
=l =)
a a
1970 1975 1980 1985 1990 1995 2000 2005 1970 1975 1980 1985 1990 1995 2000 2005
Time (years) Time (years)

G1569-66

Figure 5-57. Comparison of simulated (red line) and observed (blue diamonds) plutonium-239
concentration time histories for aquifer monitoring wells near the Subsurface Disposal Area.
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Figure 5-57. (continued).
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Table 5-22 lists the maximum simulated concentrations anywhere in the aquifer through FY 2004
for all human health contaminants of potential concern, their long-lived decay-chain progeny, and
chromium. No background concentrations are added to any of the simulated results. All of simulated peak
values in Table 5-22 occur during FY 2004, indicating that concentrations were still increasing at that
time. For comparison, corresponding maximum simulated concentrations through 2001 for the ABRA
model and through 1995 from the IRA model are given in the third and fourth columns of Table 5-22.
Aquifer background concentrations from Section 4 are shown in the fifth column of Table 5-22 for
comparison to simulation results. The last two columns present the range of observed values taken from
the nature and extent discussion in Section 4, along with comments concerning some of those values.
Observed values from earlier than 1987 are not presented in Table 5-22. Numerous contaminants of
potential concern do not have corresponding analyses, as indicated in Table 5-22.

Changes in simulated values between the RI/BRA model and the ABRA model result from
numerous causes. The simulated C-14 concentration drops two orders of magnitude primarily due to
allowing C-14 to partition into the gaseous phase and diffuse to the atmosphere. This vapor-phase
simulation is discussed in Section 5.4. Simulated concentrations for Np-237 and the uranium isotopes
have decreased due to an increase in their assigned distribution coefficients. Simulated concentrations for
Pu-239 and Pu-240 increased due to increased mobility above the B-C interbed. Plutonium-238 was not
treated this way, but shows a slightly increased concentration nonetheless, most likely due to either
changes in inventory, changes in water travel time resulting from the topography, or both. Simulated
concentrations for the fission products (i.e., Tc-99 and 1-129) and activation products (i.e., C-14 and
C1-36) all decreased due to changes in inventory and source-release parameters. All the other
contaminants of potential concern have slight changes that are most likely due to inventory changes or
changes in assigned parameters for release mechanisms.

When comparing simulated results from the RI/FS model to the range of observed 3o detections or
the background concentrations, several patterns emerge. Simulated aquifer concentrations for fission and
activation products are all still overpredicted to varying degrees compared to observed monitoring results,
but not as much as they were for the ABRA. This overprediction is more likely caused by inadequacies in
the source-release model than in the subsurface flow and transport model. Monitoring results for U-234,
-235, and -238 are similar to reported background values. Simulated uranium isotope values are much less
than observed values or background values, consistent with the conclusion of no observable impact in
aquifer monitoring to date. All other contaminants are predicted to be either not in the aquifer yet or to be
present at concentrations below detectable levels. If it is assumed that background concentrations for
anthropogenic radioisotopes are zero for those contaminants not explicitly identified in Knobel, Orr, and
Cecil (1992), then model results agree with nondetections for this last group of contaminants. This
statement disregards sporadic detections of plutonium isotopes and Am-241 as anomalies. At a minimum,
for this latter set of contaminants, model results are not in conflict with observed results. Inorganic
contaminants (i.e., nitrate and chromium) are both overpredicted when compared to the majority of
observed values.

Simulated vertical profiles of C-14 and U-238 concentrations within the aquifer are shown in
Figures 5-58 and 5-59 to illustrate behavior for selected contaminants. These vertical profiles are at the
same horizontal location as that shown previously in Figure 5-48 for nitrate, which generally contained
the maximum concentration for most times. Similar to profiles for nitrate, some times maximum
concentration does not occur at the uppermost gridblock for C-14. This is because contaminant flux from
the vadose zone model behaved similarly for nitrate and C-14, with a pulse of contaminant followed by
clean water. The simulated profile for U-238 shows that the maximum concentration always occurs in the
uppermost gridblock, reflecting the long-duration, delayed contaminant flux from the vadose zone model.
The overall implication for the baseline risk assessment remains the same: that it is not necessarily
conservative to extract concentrations from the uppermost gridblock.

5-132



SUON €Y 0107¢ 6’1 c0-d¢ 10-91 01-dv veen

VN sosA[eue ON VN ¥0-d¢ €0-dv 80-48 €ecn

SUON sosA[eue oN AN [-di ¢1-49 81-d¢ [4Y4ENN

SUON sosA[eue ON AN L-d8 90-d¢ y1-d¢ 0€T-UL

SUON sosAeue oN AN 80-d% 90-d1 11-9% 6CCUL

SUON 7'SE0L60 AN 10+4d¢$ Y0+d¥ €0+d¢S 66-°L
punoigyoeq

xuyew o[dwes pue judwnnsul £10jeI0qe|
JA0Qe Pa303ap aIe sjonpoid 1oyInep
uaym sisATeue ewrwred y3noay) pajrodoy sasATeue oN L7010 71-d8 — 61-dL 7zl

punoigyoeq xuew djdwes
PUE JuUSWNNSUI AI0JEI0qE] QAOQE PIAIP

uaym sisAJeue eutes ySnoay papodey LTLO0Y LEO 0100 80-41 60-At L1-4¢€ 9zz-ed
ouoN €7 01 4€0°0 0 TI-dL 0¢-d¢ L1-4€ ovz-nd
ouoN €7 01 4€0°0 0 [11-4¢ 8T-HS L1-4¢€ 6£c-nd
VN LEOOI8I00 0 TI-dl 0 9T-At 8¢T-nd
ouoN sasAeue ON AN 80-dt 01-d¢ L1-A1 01z-ad
ouoN sasAeue ON AN 90-d1 90-4L 01-d1 [€z-ed
auoN 8€°0 01 80°0 aN $0-d8 v0-ay 01-d1 LET-AN
QuoN sosAeue oN AN pI-d1 €T-Al — 76-aN
auoN 0°L1 91650 0 00+d¥ 10+ 10+41 6C1-1

A[[enuuerwas ouop aJe sask[eue 9¢-1D)
“100T Teak oy ut uedoq 9¢-[0) 10y sesAjeuy  S109)0puUOU [V AN 00+4T T0+4€ 00+d¥ 9€I-1D
7661 Ul uesaq siskjeuy ['Th 0181 AN 00+4¢ €O+HE 10+48 v1-0
ouoN sosAeue ON aN 11-d¢ yT-dL 61-d€ cpr-uy
ouoN L6'1 01 920°0 0 9041 L1496 LT-4L Iyg-wy
ouoN SosA[eue oN aN 80-49 LO-HES [1-4¢ LTTOV

35UOND3)3(] UO SIUSUILIO)) 3(1/10d) (1710d) (17109 (1109 (17109 (JUBUTLIRIUOD)
%mﬂoﬁoouog vﬁoﬁmbﬁooﬁoU nﬁoﬁﬁbﬁooﬁoo uﬁoﬁmbﬁooﬁoO n_ﬁoﬁmbﬁooﬁoO
Jo oSuey punoisyoegq [9POIN VI [oPON VY [9POIN SA/Td
105iby

"SUOIBIIUIOUOD PUNOI3Noeq I0J syudunsnipe ou yjm sUONEIUIIUOD PIAIISQO PUE SUONBIUIIUOD [opou 19jinbe Jo uosuedwo)) ‘7z- 91qe L

5-133



Aprys AJITIqIsesy pue uoneSSoAUT [BIPaWal = S.4/Td

PAYSI[qQE)S? 10U = N

SUONEIUSOUOI PUNOISHYIEQ UO S[qR[IBAL JOU UOHEULIOJUI = YN

(8661 ‘T 12 1)09¢) JUSWISSISS Y SIY WLIAU] = VY]

(2007 'Te 10 UGIPIOH) SISATeUY STy 0] siseq AIR[[DUY = VIV

VY 10 V¥ oy ul payiodar joN 1
‘sisAJeue Jo yoe] SurpeSar  UONOIS Ul SUOISSNOSIP JUBUIIEIUOD dANIIdSAI oYy 99 Y|

*{ UONODS UI UOISSNOSIP JUSJX PUE AINJEU Y} WO Ue} SI SAN[BA PAAISSqo Jo aSuer oy, S
"L861 0UIS S[[om AJUIOIA-BIY [esodsi(] 9oeymsqng oy uf °J

*§ UOI}0S Ul [-f 9[QE ], WO} 918 SUONBIUIIUO0O Punoidyoeq 10Jinby "o
'§661 T80 & Tepuore)) ySnoxyy y3dop w-g| 18 UOHBIIUSIUOD POJR[NIUIS WINWIXEIA P
"100T Ted X Tepuaje) ySnoay y3dop w-7 | 18 UOHRNUSIUOD PIIR[NIUIS WINWIXEIA "0

$00Z Ted & Teost ysnoay) ydop w-g ] e UONEIUIIUOD PAJR[NIIS WNIXEA "q

*91qe) Sy ut pajudsald jou ore /g6 UBY) IONIES WO SAN[EA POAISSGQ) &

"SPOYIOW SISATEUR [BOTWAYOOIPLI [RUONIPET) SUISN (UOT)EIIUAOUO0D 9[(E09)0p WNWIXEUL> PUB O¢>> ST J[NSAT 0'T) J[NSOI 9[qe}09)pUOoU € SaiyIugIs saprjonuorper 10y /10d 0 90N

QuoN 18000 1/31 0 1/31 10-99 — 1/3 10+41 SUS[AYIR0IO[YIRIA ],
JINSAI PI[BA B 9q 01
paAarfaq jou sem /31 9 jo uonoaep a[3urg 1/8rig 010 /810 /81 1041 — /81 10+41 opLIO[Uo SUSIALIOIN
IS 94 [eue
) 0} pappe APUd0I AJUO SeM SUBXOIP-H°] sasAJeue oN 1/31 0o — — 1/81 Zo+41 uexoIq-‘1
QUON /31 g 030 /81 1/31 00+d8 — /81 Zo+4d1 OpLIO[YOB1) UOGIE))
1/10d 09 01 07 Ajerewrxoxdde
210/ sonfeA wniuoyo ySiy oyro 1oy 1/81 9°66 01 9% 18z o] 1/3M10-41 1/8100+41 /81 10+4€ (rer01) winnwory)
SUON  TBW ' E018T0  T/BW QS 010 1/8W 10+d1' 1 1/Bw zo+d1 18w 10+d9  (N-ueSoniu se) ajeniN
SUON 1’01 L1 060 0-d¥ 10-d¢ 01-d6 8¢€CN
QUON sasAJeue ON VN €0-d¢ €0-dv 60-d6 9¢C-N
QUON 0€0181°0 Sro €0-d¢ C0-d¢ 01-d¢ gecn
35UOND313(] UO SIUDUIWIO)) 3(1/10d) (1/104d) (1/10d) (1/10d) (1/10d) (HUBUILIRIUOD
,SuoNodN_( ,Uonenuaduo)) pUOIIBIIUSOUO)) Ri(ii:Atlichli(Vg) qUONBIUAOUOD)
Jo oSuey punoigyoeg [9POIN VI [OPON VIV [9POIN SA/Td
Iopmby

"(ponunuoo) "7z-6 d1qeL

5-134



2004

Depth (m)

The year is shown at the top of each plot.
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Figure 5-58. Simulated aquifer carbon-14 concentration profiles beneath the Subsurface Disposal Area.
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Figure 5-59. Simulated aquifer uranium-238 concentration profiles beneath the Subsurface Disposal Area.

The year is shown at the top of each plot.

5.2.6 Baseline Risk Assessment Sensitivity Simulations

This section discusses implementation of simulations for the RI/BRA sensitivity analyses, which
were defined in Holdren and Broomfield (2004). Results, when presented, are in terms of water
saturations or simulated concentrations. Results are presented for U-238, C-14, and nitrate simulations to
demonstrate the impact from a variety of contaminants with sorbing and nonsorbing behavior for most of
the sensitivity cases. Exceptions are presentation of Pu-239 and Pu-240 for a case with no sorption in the
interbeds and Tc-99 for evaluation of impacts from increasing the fractured-basalt permeability
anisotropy ratio. Technetium-99 and 1-129 are not shown for most of the sensitivity cases because those
results are being revised for the feasibility study. Carbon-14 results presented in these sensitivity
simulations use the model that includes both gaseous-phase and dissolved-phase transport described in
Section 5.4 and the effect of vapor vacuum extraction described in Section 5.3. Both the time and
concentration axes vary on the sensitivity results plots to show adequate detail in the results to discern
behavior. The sensitivity results also are presented in terms of impacts to groundwater-pathway risks in
Section 6. These sensitivity simulations test assumptions used in the model, and as such, the simulations
represent an assessment of conceptual uncertainty.
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5.2.6.1 Simulation Nomenclature. Development of a nomenclature to track the simulations was
necessary because of the extensive number and types of simulations performed for the RI/BRA and the
feasibility study. This nomenclature section is included to allow the reader to recognize headings in the
simulation-results figures and involves having unique names for each of the RI/BRA base-case and
sensitivity simulations. These headings also serve the purpose of further identifying the specific
contaminant from within the simulation group that is portrayed in a figure. Unique names were used in
naming all input and output files from a simulation group so that the results can be easily retrieved from
project archival storage using keyword searches.

Contaminants were divided into 11 groups for purposes of performing the simulations; those
divisions are described in Section 5.1.5 and listed in Table 5-8. Table 5-23 provides the nomenclature for
the leading character string in the run names. The first letter is always a “B” for RI/BRA-related
simulation or an “F” for a feasibility study simulation. Letters in the remaining positions—two through
four—were then used to identify attributes of a sensitivity case. The TETRAD simulator imposes an
arbitrary limit of eight characters total for a unique run name. With the last four positions taken up with
the group identifier, the unique leading string could only be four characters long to avoid extensive
renaming of results, which was necessary in some cases. Table 5-24 shows how these conventions were
applied to define names for each of the simulation groups. Table 5-24 gives the application that was being
simulated and a detailed description of the simulation group. The “g*” indicates Groups 1 through 11 as
appropriate for each name.

Table 5-23. Run-naming nomenclature.

Run
Nomenclature Run Description
Leading B Baseline risk assessment
u Upper-bound inventory
i Infiltration
0 Outside the Subsurface Disposal Area
4 Pit 4
n No
g Grout
bc B-C interbed
1 Low
High
Permeability
cP Colloidal plutonium, in the no sorption in the

vadose zone interbeds sensitivity case
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Table 5-24. Simulation group names and descriptions.

Simulation
Group Name Application Description
BASE CASE
B g* Baseline risk assessment base case Best-estimate inventories, average infiltration inside the

SDA = 5.0 cm/year, background infiltration outside the
SDA = 1.0 cm/year

BASE CASE SENSITIVITY: Hold all values constant as in the baseline risk assessment base case, except as noted.

Bu g* Upper-bound inventories Upper-bound instead of best-estimate inventories
Bhi_g* High infiltration in the SDA Increase infiltration rate to 23 cm/year assigned
uniformly across the SDA
Bloi_g* Low background infiltration Reduce infiltration rate assigned outside the SDA
boundary from 1.0 to 0.1 cm/year
Bnbc g* No B-C interbed Bounding case where B-C interbed gridblocks replaced
with fractured basalt
B4ng g* No interim actions Pit 4 inventory not reduced for the Accelerated
Retrieval Project and beryllium blocks not grouted
Bnlk g* No low-permeability zone in Revise low-permeability region in the aquifer from
aquifer 153 to 712,000 mD
BcP g* No sorption in the vadose zone Bounding case where sorption of Pu-239 and Pu-240
interbeds does not occur in the B-C and C-D interbeds
Bli_g* Low infiltration in the SDA Low infiltration inside the SDA beginning in the year
2010

SDA = Subsurface Disposal Area

5.2.6.2 Upper-Bound Inventories. A simulation suite was performed where upper-bound
inventories were used instead of best estimates. The only difference in the subsurface flow and transport
models was that a different source term was supplied. The entire suite of potential contaminants

was simulated. Figure 5-60 shows a comparison of the concentration of U-238, C-14, and nitrate between
the base case and the upper-bound inventory simulation. In each case, simulated concentrations are larger,
although it takes longer for this to be evident for U-238, which undergoes sorption, thus, the longer time
portrayed on the horizontal axis. Note that the concentrations shown in this sensitivity section are for the
maximum simulated concentration anywhere in the aquifer, including beneath the SDA, for all simulated
times. This is in contrast to risks presented in Section 6, which are based on the maximum simulated
concentration anywhere outside the SDA fence after institutional control ends in Calendar Year 2110.

5.2.6.3 No B-C Interbed. The method used to define interbed upper surfaces and interbed
thicknesses resulted from a consistent statistical approach that was based on all lithologic data available.
To incorporate spatial variability, geostatistical analysis and interpolation methods were implemented and
robustly tested by Leecaster (2002) and updated in Leecaster (2004). As with the ABRA model, the
RI/FS model used kriging results without imposing any bias into them. In the IRA model, kriging results
were modified to enforce gaps in the interbeds in gridblock locations containing wells that showed an
interbed was missing at that location.
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Figure 5-60. Comparison of base case (B) and upper-bound inventory (Bu) maximum simulated
concentration anywhere in the aquifer for uranium-238, carbon-14, and nitrate.
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To bound the effect of including gaps, a simulation suite was performed where the entire
B-C interbed was treated as though it were missing. The gridblocks that were assigned B-C interbed
properties for the RI/FS model were assigned properties of fractured basalt instead. This allowed the
mobile fraction of Pu-239 and Pu-240 to continue migrating down to the C-D interbed before being
affected by the higher distribution coefficient. Upper-boundary conditions for water infiltration rates and
contaminant source-term results were unchanged from the RI/FS model. The entire suite of potential
contaminants was simulated, except for VOCs (Group 11). As a result of not simulating VOCs, C-14
simulation results for this case do not include the effect of vapor vacuum extraction operations.
Figure 5-61 shows a comparison of U-238, C-14, and nitrate concentrations between the RI/FS model and
the sensitivity simulation without the B-C interbed. As expected, in each case, the simulated
concentrations for the sensitivity case show an earlier breakthrough due to the absence of the
B-C interbed, with the largest change in results for U-238, where the lack of sorption in the B-C interbed
exaggerates impact. Magnitudes of peaks do not change substantially with U-238 and C-14 both
increasing. The nitrate peak concentration decreases slightly, possibly due to interactions between where
nitrate is released into the vadose zone model and the location where nitrate would otherwise have been
redirected when transiting the B-C interbed.

5.2.6.4 High Infiltration inside the Subsurface Disposal Area. Water infiltration rates are
assigned at the upper boundary of the vadose zone simulation domain. These amounts of water also are
input into the source-term model and impact the contaminant release. Uncertainty in assigned infiltration
rates is acknowledged. To bound the effect of the infiltration rate being greater than was assigned, a
sensitivity simulation was performed whereby the infiltration rate everywhere inside the SDA boundary
was assigned a value of 23 cm/year (9 in./year), both in the source-release model and in the vadose zone
flow and transport model, beginning in 1952. The water infiltration rate outside the SDA boundary
remained at the background estimate of 1.0 cm/year (0.4 in./year). The 23-cm/year (9-in./year) infiltration
rate is the same as the total annual average precipitation on the INL Site and represents conservative
upper-bound inventories on the possible net infiltration into the subsurface. The entire suite of potential
contaminants was simulated.

Figure 5-62 shows a comparison of U-238, C-14, and nitrate concentrations between the base case
and the sensitivity simulation with a high-infiltration rate inside the SDA. As expected, in each case, the
simulated concentrations for the sensitivity case show higher concentrations and reach peak values sooner
than the base-case simulated concentrations. Conceptually, water that contacts waste results in higher
concentrations uniformly in the groundwater pathway. Results of this sensitivity case demonstrate this
aspect of the conceptual model.

In addition to the effect on groundwater-pathway concentration results, this sensitivity simulation
lends itself to assessing the impacts on simulated interbed saturations. Figure 5-63 illustrates the resulting
maximum simulated water saturations in the B-C and C-D interbeds for the high-infiltration case. Water
saturations in Figure 5-63 can be compared to those for the base case (see Figure 5-24). The extent of
high saturation areas greater than 0.9 is considerably larger, especially in the B-C interbed. Better
agreement with locations that had shown perched water in the western half of the SDA is shown.

5.2.6.5 Pit 4 Inventory Not Removed and No Beryllium Block Grouting. The base-case
model included removing a portion of the Pit 4 inventory, based on the assumption that the Accelerated
Retrieval Project was completed. Likewise, the grouting of beryllium blocks also was included. This
sensitivity study considered a case where neither of these actions occurred. The entire suite of potential
contaminants was simulated.
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Figure 5-61. Comparison of the base case (B) and the no-B-C-interbed (Bnbc) maximum simulated
concentrations anywhere in the aquifer for uranium-238, carbon-14, and nitrate. The carbon-14 results do
not include the effect of vapor vacuum extraction operations.
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Figure 5-62. Comparison of base case (B) and high infiltration inside the Subsurface Disposal Area (Bhi)
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BC Interbed: 4/2001

Maximum SW by lithologic type: Bhi_g1.GV1 M = Maximum value = 1.00E+00
m = Minimum value = 6.97E-01

Average value = 8.87E-01

Interbed avgerage = 7.21E-01

CD Interbed: 4/2001

Maximum SW by lithologic type: Bhi_g1.GV M = Maximum value = 1.00E+00
m = Minimum value = 6.27E-01

Average Value = 8.30E-01

Interbed Average = 6.54E-01

G1569-78

Figure 5-63. Maximum simulated water saturation in the B-C and C-D interbeds for the high-infiltration
rate of 23 cm/year everywhere inside the Subsurface Disposal Area.
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Figure 5-64 shows a comparison of U-238 and C-14 concentrations between the base case and
sensitivity simulation with the Pit 4 inventory not reduced and without beryllium block grouting. Nitrate
is not shown because no change to the source-release modeling for this sensitivity case was included.
The simulated U-238 concentrations for the sensitivity case are essentially the same because, although
there is a larger inventory available for release in the sensitivity case, the solubility limit for U-238 keeps
the source-release term almost equivalent between the two cases. The simulated C-14 concentration is
slightly higher for the sensitivity case because of a greater release from the source model due to a larger
inventory.

5.2.6.6 Low Background Infiltration. The infiltration rate outside the SDA was assigned a value
of 1.0 cm/year (0.4 in./year) for the RI/FS model. In this sensitivity case, a background infiltration rate
that is an order of magnitude lower was assigned to test the impact on simulated groundwater-pathway
concentrations. This lower rate was assigned because ongoing investigations may lead to the conclusion
that the 1.0 cm/year (0.4 in./year) background infiltration rate is too high. The lower background
infiltration rate was used for initial conditions for this sensitivity simulation and was continued for
infiltration outside the SDA beginning in 1952. The entire suite of potential contaminants was simulated.

Figure 5-65 shows a comparison of U-238, C-14, and nitrate concentrations between the base case
and the sensitivity simulation with a lower background infiltration rate outside the SDA. For each of these
three contaminants, simulated concentrations arrived slower in the sensitivity case, showing the effect of
slower velocities in the vadose zone that result from less water overall in simulations. Peak concentrations
for U-238 and nitrate increased, likely due to less dilution with less water overall coming into the aquifer
from the vadose zone domain. However, the C-14 concentrations decreased, with the decrease likely due
to specific interactions between where C-14 is released into the vadose zone model and reductions in
velocity.

5.2.6.7  Fractured Basalt Anisotropy. This case was not specified in Holdren and

Broomfield (2004). The need for this case arose when it was discovered that by using a fractured basalt
anisotropy ratio of 300:1 for the horizontal-to-vertical permeability, some additional lateral water
movement above the C-D interbed occurred that resulted in some water and contaminants contacting the
horizontal no-flux boundary in the southeastern corner of the vadose zone simulation domain. For some
short-duration periods before the end of institutional control in the year 2110, this lateral movement
results in the peak concentration in the aquifer occurring beneath this extreme southeastern gridblock
location in the vadose zone model domain. If the boundary were farther away, additional dilution would
have occurred if the water and dissolved contaminants had continued to migrate horizontally. The impact
of water contacting this boundary and not being able to move farther was investigated for the mobile
fission and activation contaminants (Group 6) and found to be negligible. The evaluation was performed
using comparisons of contaminant fluxes with additional fractured basalt anisotropy ratios of 30:1

(i.e., the ABRA value), 3:1, and 1:1. Magnuson and Sondrup (2006) presents the results and discussion.

5.2.6.8 No Low-Permeability Region in Aquifer. This case was not specified in Holdren and
Broomfield (2004), and updates results of a similar assessment done after IRA modeling

(Magnuson 1998) where the effect of not including the low-permeability zone in the aquifer was
simulated. In the RI/FS model, the low-permeability region in the aquifer is assumed to be continuous and
have substantially slow movement of water within the aquifer beneath the SDA. This slower movement
results in less dilution of influxing vadose zone contaminants than would otherwise occur. Simulating
only the aquifer portion of the groundwater pathway for this sensitivity simulation was necessary because
the vadose zone simulation was unaffected.
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Figure 5-64. Comparison of the base case (B) and Pit 4 inventory not removed and no beryllium block
grouting (B4ng) maximum simulated concentration anywhere in the aquifer for uranium-238 and
carbon-14. Nitrate is not shown because no change to the source-release modeling was included for this
case.
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Figure 5-65. Comparison of base case (B) and low background infiltration (Bloi) maximum simulated

concentration anywhere in the aquifer for uranium-238, carbon-14, and nitrate.
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Figure 5-66 shows a comparison of U-238, C-14, and nitrate concentrations between the base case
and the sensitivity simulation without the low-permeability region in the aquifer. Simulated
concentrations, without the low-permeability region in the aquifer, are markedly reduced. This reduction
in concentration when the low-permeability region is absent demonstrates a conservative aspect of the
RI/FS model.

5.2.6.9 Low Infiltration Inside the Subsurface Disposal Area. This case also was not
specified for the RI/BRA in Holdren and Broomfield (2004). This case simulates the effect of a
low-infiltration rate of 0.1 cm/year (0.04 in. /yr) occurring inside the SDA beginning in the year 2110 and
is included to show a counterpoint to high infiltration inside the SDA sensitivity case. Section 6 discusses
the effect on risk.

Figure 5-67 shows a comparison of U-238, C-14, and nitrate concentrations between the base case
and the sensitivity simulation with low infiltration inside the SDA beginning in the year 2010. The time
history for the U-238 comparison is shown with the concentration axis in logarithmic scale to allow
sensitivity case concentrations to be seen because they are so much lower. On a linear concentration scale,
the sensitivity case concentrations would plot as a flat line essentially at the zero concentration value. In
all three plots, the base case results and the sensitivity case results are exactly the same until the
year 2010, when a lower infiltration rate inside the SDA is simulated. Simulated concentrations for C-14
and nitrate show decreased simulated aquifer concentrations, although at later times the base-case nitrate
results are lower due to nitrate getting flushed out of the vadose zone faster with the higher infiltration
rate. This sensitivity case also shows the effect of water contacting waste, similar to the case of high
infiltration inside the SDA—water contacting the waste increases simulated groundwater-pathway
concentrations, while additional water included in a simulation (i.e., water that does not contact the waste)
dilutes groundwater-pathway concentrations.

5.2.6.10 No Sorption in Vadose Zone Interbeds. This case also was not specified for the
RI/BRA in Holdren and Broomfield (2004). In the base case, 3.7% of the Pu-239 and Pu-240 inventory
for Rocky Flats Plant waste streams was mobile and moved through the surficial sediment and the

A-B interbed without sorption. Sorption of mobile plutonium did occur in the base case in the deeper,
nearly continuous B-C and C-D interbeds. This subsection presents an extreme bounding sensitivity case
that completely eliminates sorption of plutonium in both the B-C and C-D interbeds. Advective spreading
during transit of vadose zone results in some dilution as the contaminant flux is more widely spread as it
enters the aquifer model domain. Other than the spreading in the vadose zone model, this sensitivity case
is roughly equivalent to spreading the source term laterally and leaching it directly into the aquifer. In
both the base case and this sensitivity case, the majority of plutonium (i.e., 96.3%) undergoes sorption in
the surficial sediment and interbeds with the assigned distribution coefficient of 2,500 mL/g.

Figure 5-68 shows peak simulated aquifer concentrations anywhere along the southern INL Site
boundary and at the extent of the southern model domain as a function of time for the base and no
sorption in the vadose zone interbeds sensitivity case. As with other results, these concentrations are
extracted from the second gridblock down from the top of the aquifer domain. Simulated concentrations
from the base case are very low, with INL Site boundary maximums of 7E-13 pCi/L for Pu 239 and
1E-13 pCi/L for Pu-240. With the extreme bounding case of no sorption in the vadose zone, the fraction
of the mobile fraction of plutonium from the source model migrates past the deeper B-C and
C-D interbeds and into the aquifer, resulting in simulated concentrations that are approximately 15 orders
of magnitude higher than base-case concentrations at the INL Site boundary.
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Figure 5-66. Comparison of base case (B) and no low-permeability region in aquifer (Bnlk) maximum
simulated concentration anywhere in the aquifer for uranium-238, carbon-14, and nitrate.
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Figure 5-67. Comparison of base case (B) and low infiltration (Bli) inside the Subsurface Disposal Area
maximum simulated concentration anywhere in the aquifer for uranium-238, carbon-14, and nitrate.
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Figure 5-68. Comparison of the base case (B) and the no sorption in the interbeds (BcP) maximum
simulated concentration anywhere in the aquifer along the INL Site boundary and at the extreme southern
extent of the model domain for plutonium-239 and plutonium-240.

Comparing simulated values through the current time to monitoring results demonstrates the lack
of credibility of these results. The maximum simulated concentration results anywhere in the aquifer
through the year 2004 for the case without sorption in the interbeds were 3E+05 pCi/L for Pu-239 and
7E+05 pCi/L for Pu-240. Detections of plutonium in the aquifer (see Section 4) show an overall
maximum of 4.3 pCi/L in Well M4D in 1993. Although other detections are found, they are at a low level
near the minimum detectable concentration and occur very sporadically. The no-sorption sensitivity case
results dramatically overpredict even the maximum monitoring results by five to six orders of magnitude.
Stated another way, if the sensitivity case were at all credible, there would be easily detectible plutonium
in any aquifer well in the SDA vicinity. Since this is not the case, the sensitivity simulation results are not
credible because there is no basis in reality for the results.
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5.2.6.11 Combined Sensitivity Simulation Results. This section presents the maximum
simulated aquifer concentration results for U-238, C-14, and nitrate for all the sensitivity simulations on
common plots (see Figure 5-69) to facilitate comparison of impacts to simulated groundwater
concentrations between simulations.

For U-238, the larger impacts result from the following sensitivity cases:

. High infiltration inside the SDA
o No B-C interbed
o No low-permeability region in the aquifer

° Low infiltration inside the SDA.

Results for low infiltration inside the SDA plot just above the zero value on the concentration axis.
The first two listed cases result in earlier arrival of U-238 to the aquifer, but eventually lead to similar
overall simulated concentrations. The latter two sensitivity cases delay the arrival of U-238 and lead to
substantially lower simulated aquifer concentrations. The remaining cases (i.e., upper-bound inventory
and low infiltration outside the SDA) have much smaller impacts, as can be seen in Figure 5-69.
Simulation results for the Pit 4 inventory not removed and no beryllium block grouting cases are not
shown on Figure 5-69 because they are essentially the same as the base case. Larger impacts on simulated
U-238 concentrations are related to the amount of water contacting the waste for the cases of high and
low infiltration inside the SDA, to lack of sorption in the no B-C interbed case, and to increased dilution
in the no low-permeability region in the aquifer case.

For C-14, larger impacts result from the cases of high infiltration inside the SDA, the upper-bound
inventory, and the no low-permeability region in the aquifer. Results from the other cases are clustered
closer around the base case. Larger impacts result from the amount of water contacting the waste (high
infiltration inside the SDA), increased dilution in the aquifer (no low-permeability region in the aquifer),
and the increased inventory (upper-bound inventory).

For nitrate, larger impacts result from the cases of high infiltration inside the SDA, the
upper-bound inventory, and the no low-permeability region in the aquifer. Results from the other cases,
while differing slightly more on a relative basis from the base case than for C-14, are still similar in terms
of their peak simulated aquifer concentrations. Larger impacts result from the same three sensitivity cases
as C-14.

Overall, common results can be summarized when comparing impacts of the sensitivity cases on
simulated concentrations of U-238, C-14, and nitrate. Consistently large impacts come from the cases of
high infiltration inside the SDA and no low-permeability region in the aquifer. The upper-bound
inventory case also impacts nitrate and C-14. In conclusion, the amount of water contacting the waste, the
inventory, and the inclusion or noninclusion of the low-permeability region in the aquifer and
contaminant dilution have the dominant effect on simulated groundwater-pathway concentrations.
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Figure 5-69. Combined sensitivity results for maximum simulated concentration anywhere in the aquifer
for uranium-238, carbon-14, and nitrate.
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5.3 Volatile Organic Compound Modeling

This section describes the model that simulates transport of VOCs and discusses results of
base-case simulations. The VOC transport model uses the same basic model developed for
dissolved-phase contaminants described in Section 5.2. All aspects of the dissolved-phase model for
simulating water movement in the vadose zone and aquifer are the same for the VOC transport model.
However, because VOCs are transported in the subsurface in multiple phases and by a number of
complex, interrelated processes, additional capabilities of the model were necessary that were not
required for flow or dissolved-phase transport modeling. A separate calibration also was necessary to
determine additional parameters associated with VOC release and transport. This section describes only
those aspects of the model that are unique to VOCs.

The VOC model was used to simulate groundwater-pathway concentrations for 1,000 years,
instead of the 10,000 years that was used for all other contaminants. At 1,000 years, simulated
concentrations in the aquifer had decreased substantially (at least an order of magnitude) beneath peak
concentrations for all VOCs.

5.3.1 Volatile Organic Compound Transport Model Development

The objective of VOC modeling was to construct a model that could adequately reproduce the
observed migration of VOCs from the SDA—and predict with a high degree of confidence—future
concentrations of VOCs in the air, vadose zone, and aquifer. This section describes features of the vadose
zone model that are distinct to the migration of VOCs and includes VOC transport properties and a
complete list of assumptions. Although the source-release model is described in Section 5.1, details
pertinent to understanding model calibration are presented again for completeness.

5.3.1.1 Conceptual Model of Volatile Organic Compound Transport. Volatile organic
compounds are transported through the subsurface by two primary mechanisms: advection and diffusion.
Advection refers to passive transport of contaminants with the bulk movement of a mobile phase

(i.e., gaseous, aqueous, or oleic). Diffusion is a spreading process that moves contaminants from areas of
high concentration to areas of low concentration by intermolecular collisions. Partitioning occurs between
all phases and is assumed to be an equilibrium process.

In the SDA, significant movement of a liquid oleic phase is unlikely because of the high viscosity
of the treated waste. Even if liquid VOCs were present, the relatively small amount that might separate
from the treated waste would be likely to residualize near the source. The high volatility of VOCs and the
relatively dry nature of the INL Site suggest that vapor transport is an important transport mechanism,
especially in the basalt portions of the vadose zone. Gaseous movement of VOCs occurs primarily
through diffusion and advection. Gaseous advection occurs primarily in the fractured basalt.
Aqueous-phase VOCs migrate with infiltrating water, following established flow paths primarily in the
sediment and fractured basalt. The basalt matrix acts primarily as a storage site for both aqueous- and
gaseous-phase VOCs.

5.3.1.2 Volatile Organic Compound Transport Model Assumptions. This section lists
assumptions unique to the VOC transport model:

. All VOC contaminants of potential concern were assumed to be contained in sludge. This is true
for all of the tetrachloroethylene and 1,4-dioxane and 99.5% of the carbon tetrachloride, but only
51% of the methylene chloride was sludge. The other 49% of methylene chloride was contained in
paper, rags, trash, dirt, and concrete.
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. The VOC release rate (i.e., source term) was controlled by drum failure and diffusion through
sludge, except for the methylene chloride that was not sludge; this portion was released by
diffusion and no credit was taken for drum containment.

. In the year 2000, 50% of the original VOC mass had been released, and 50% remained in the pits
(Sondrup et al. 2004).

. The vadose zone basalt is represented as a dual-continua (i.e., dual porosity and permeability)
media to account for transport and storage in both the fractures and the matrix.

o Interphase mass transfer is linear and reversible.
. Partitioning between the aqueous and gaseous phases is adequately described using Henry’s Law.*
. Distribution coefficients are homogeneous in the interbeds, and sorption is negligible in basalt.

. Aqueous-phase VOCs migrate with infiltrating water, following established flow paths.
. Gaseous movement of VOCs occurs through diffusion and advection.

. Gaseous diffusion can be represented by Fickian diffusion, using an effective diffusion coefficient
that includes a tortuosity factor.

o Gaseous advection is the result of density gradients and pressure gradients. Pressure gradients are
caused by barometric pressure fluctuations, positive-pressure air drilling, and vapor vacuum
extraction operations. Gaseous advection due to thermal gradients is negligible.

o Barometric pressure fluctuations can be adequately represented using a square-wave
approximation. Fluctuations caused by the passage of pressure fronts are important, while higher
frequency variations due to wind gusts or diurnal temperature changes can be neglected.

o All air-drilled wells were drilled at the same speed and the same air injection rate. Air recovery
during drilling was 100% above the depth of 18 m (60 ft) below land surface, and 0% below 18 m
(60 ft). This only applies to wells drilled before 1994.

. Base-case simulations assume the Operable Unit 7-08 vapor vacuum extraction with treatment
system will operate 10 months (i.e., January through October) of each year, from 2005 through
2009, and will extract from wells in use at the end of 2004. Actual data from all other vapor
vacuum extraction activities (i.e., 2-week test [1989], 4-month test [1990], treatability
study [1993], and Operable Unit 7-08 operations from January 1996 through January 2005) are
included.

. Eighty percent of VOC waste in the Accelerated Retrieval Project retrieval area was removed in
January 2004, and containment of the remaining 20% failed in January 2004 (see Section 5.1.1 for
an explanation).

o Injection and extraction wells are located in the center of the gridblock they occupy.

o Contaminant degradation was not included in the model.

e. Henry’s Law: a fact in physical chemistry: the weight of a gas dissolved by a liquid is proportional to the pressure of the gas.
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. Calibration of the VOC transport model was performed using only carbon tetrachloride. Effects
from the presence of other VOCs on partitioning and transport of carbon tetrachloride were
inconsequential for calibration.

5.3.1.3  Fate and Transport Processes and Parameters. This section describes the following
transport processes and parameters and how they were implemented in the VOC transport model:

. Phase partitioning, including sorption
° Gaseous diffusion and advection
° Aqueous diffusion, advection, and dispersion.

All transport model parameters discussed in this section and others pertinent to VOC transport are
presented in Table 5-25.

Table 5-25. Volatile organic compound chemical and transport properties.

Carbon Methylene
Property Tetrachloride  Tetrachloroethylene Chloride 1,4-Dioxane
Molecular weight (g/mole) 154 166 85 88
Density (kg/m”) 1,584 1,631 1,335 1,033
Henry’s Law constant 0.75 0.442 0.058 0.00021
(nondimensional)
Organic carbon partition 439 364 8.8 1.23
coefficient, K, (mL/g)
Free air diffusion coefficient 0.72 0.69 0.87 1.98
(m’*/day)
5.3.1.3.1 Phase Partitioning—Typically, VOCs in the vadose zone will partition into all

the phases, seeking an equilibrium condition. The relative amount of chemical in two neighboring phases
in equilibrium is described by partition coefficients. Partitioning between the vapor and aqueous phases is
described by Henry’s Law. Henry’s Law coefficients, shown in Table 5-25, are simply the vapor pressure
of pure compound divided by the aqueous solubility.

Partitioning of VOCs between the aqueous and solid phases often is described using a distribution
coefficient, which assumes sorption is linear and reversible. The distribution coefficient for VOCs is
simply the product of the organic carbon partition coefficient (mL/g) and the fraction of organic carbon in
the soil (dimensionless). The amount of sorption, therefore, depends strongly on the type of geologic
material (especially the amount of organic carbon), and the type of chemical constituents dissolved in
water. In the model, sorption was assumed to occur in sediment, based on an organic content value of
0.05% reported by Colwell (1988). Sorption in basalt was considered negligible. Organic carbon partition
coefficients are shown in Table 5-25.
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5.3.1.3.2 Gaseous Transport—Gaseous- or vapor-phase migration in the vadose zone is
typically much more rapid than aqueous transport. The rate of vapor transport strongly depends on
soil-moisture content. Soil moisture will retard vapor migration by reducing the pore space available for
vapor movement and through partitioning of the vapor phase into the aqueous phase. The relatively dry
nature of the SDA suggests that vapor transport is an important transport mechanism.

Vapor diffusion in a porous medium is described by Fick’s first law, which states the contaminant
flux is proportional to the concentration gradient. The proportionality constant is called the effective
diffusion coefficient. In a porous medium, contaminant molecules must travel longer diffusion paths
because of the structure of the medium and moisture in the pore space. To account for longer diffusion
paths, the effective diffusion coefficient is the product of the free-air diffusion coefficient and the gas- or
air-filled porosity, divided by a parameter of the medium called the tortuosity. Free-air diffusion
coefficients are presented in Table 5-25. Gaseous-phase tortuosity values were an important calibration
parameter. Initial estimates of tortuosity were calculated using an expression derived by Millington
(1959). These values were adjusted as part of the model calibration process and final values are presented
in Table 5-26.

Table 5-26. Final tortuosity values for material Vapor-phase advection can result from

types defined and used in the volatile organic pressure, density, and thermal gradients in the

compound model. subsurface. Pressure gradients can be caused by
Material Tortuosity barometric pressure fluctuations, positive-pressure air

drilling, and vapor extraction operations. Although
barometric pressure fluctuations were included in the
A-B interbed 10 calibration, they could not be included in base-case
B-C interbed simulations due to extremely long simulation times

. caused by the short time step limitation. Effects of
C-D interbed not including barometric pressure are discussed in
Fractured basalt

Section 5.3.2.2.
Matrix basalt

Surficial sediment 6

O = 3

Pressure gradients resulting from air injection
during well drilling have the potential to move
vapor-phase VOCs because of the high pressures involved and the permeable basalt subsurface. Many
wells near the SDA have been drilled with air to bring drill cuttings to the surface. Since 1994, reverse-air
circulation, which uses a dual-wall drill stem, has been used because it recovers most of the injected air.
Before 1994, more than 40 wells were drilled without reverse-air circulation. A survey of SDA drill logs
indicates that, for most of these wells, circulation (i.e., air recovery) was partially or totally lost below
about 18 m (60 ft). This meant that a large volume of air had been pumped into the subsurface at high
pressures.

Vapor vacuum extraction is simulated in the model similar to the way air injection is handled. One
difference with extraction is that phases are extracted rather than components. In this case, the gaseous
phase is extracted, which is mostly air, but also includes any water or VOC vapor. Also, extraction is
simpler because the extraction intervals do not change the way the injection intervals change when the
well is drilled. Three historic vapor extraction tests were included in the calibration and base-case
simulations, including the 1989 2-week test, the 1990 4-month test, and the 1993 Organic Contamination
in the Vadose Zone Project treatability study. All of these tests pumped from Well 8901.

Vapor density gradients caused when high molecular weight compounds, such as carbon
tetrachloride, are vaporized into the surrounding air, also cause vapor advection. Falta et al. (1989) and
Mendoza and Frind (1990a, 1990b) suggest that density-driven gas flow will be significant where total
gas density exceeds ambient gas density by more than 10% and the gas-phase permeability is greater
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than 1 x 107 cm?, which is within the range of fractured basalt permeability. Density-driven flow is likely
to be important immediately below the source where concentrations are highest. Table 5-25 contains
molecular weights of the VOCs.

Vapor advection caused by thermal gradients is not likely to be significant and was not included in
the simulation study. The subsurface was assumed to be isothermal.

5.3.1.3.3 Aqueous Transport—Aqueous transport of VOCs can take place as a result of
advection and diffusion, even though advection is typically much more rapid. Dissolved VOCs are
transported by aqueous advection whenever water moves in the subsurface. Section 5.2 contains an
extensive discussion of water movement in the vadose zone and aquifer. Aqueous diffusion acts the same
as vapor diffusion, but aqueous-diffusion coefficients are usually four to five orders of magnitude less
than vapor-diffusion coefficients. Aqueous-diffusion coefficients used in the RI/FS model were assigned
a value four orders of magnitude less than the free-air-diffusion coefficients.

5.3.1.3.4 Degradation—Although degradation of carbon tetrachloride has probably
occurred in the SDA subsurface, it was not included in the simulations because of uncertainty about the
rate and mechanism. In the environment, carbon tetrachloride is degraded more readily under anaerobic
conditions. In the SDA subsurface, aerobic conditions are likely to dominate; however, anaerobic
conditions may occur in isolated locations, allowing for carbon tetrachloride degradation.

The presence of chloroform, a transformation product of carbon tetrachloride, is evidence that
reductive dechlorination has occurred at the SDA subsurface. Historical records do not indicate
chloroform disposal in the SDA, but chloroform has been detected in the groundwater and soil gas
beneath the SDA. Neglecting degradation is conservative because byproducts of carbon tetrachloride
degradation (i.e., chloroform, methylene chloride, and chloromethane) have transport properties similar to
carbon tetrachloride, yet they are less toxic (i.e., have higher risk-based concentrations).

5.3.1.4 Boundary Conditions. Two types of boundary conditions were used in the VOC transport
model: (1) a diffusion boundary condition on the surface and lateral boundaries and (2) a fluctuating
surface pressure to mimic changes in barometric pressure. A diffusion boundary condition may be
implemented in TETRAD to allow molecular diffusion across grid boundaries. The diffusion occurs as if
there were an extra external gridblock with fixed saturation and mole fractions. The external gridblock at
land surface in this case represents the atmosphere and was assumed to be completely saturated with air.
This implies a zero concentration boundary for VOC vapor diffusion. The width of the external gridblock,
which determines the diffusion length, is equal to the thickness of the uppermost gridblock in the model.
Diffusion boundaries also were assigned to the lateral boundaries because of the relatively small domain
compared to the size of the plume.

As mentioned previously, barometric pressure fluctuations were included in the VOC model
calibration, but were not included in the base-case simulations due to the extremely long simulation times.
Magnuson and Sondrup (1998) discusses in detail the assumptions and methodology for implementing
barometric pressure fluctuations in the model. The effects of not including barometric pressure are
discussed in Section 5.3.2.2.

5.3.1.5 Initial Conditions. Initial flow conditions were obtained from simulating a background

infiltration rate of 1 cm/year (0.4 in./year) for 300,000 days (approximately 820 years). A longer time was
used for the VOC runs because of the added time required for the dual continua to equilibrate.
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5.3.1.6 Interface from Vadose Zone Model to Aquifer Model. Section 5.2.4.4.5 describes the
process for transferring dissolved-phase simulation results from the vadose zone model to the aquifer
model. In that case, the flux of water and the aqueous flux of contaminants from the fractured basalt were
transferred from the vadose zone to the aquifer on a grid-by-grid basis. Because the VOC model has the
added complexities of being dual continua, it was necessary to capture the flux of contaminant within the
matrix domain. No gaseous-phase flux of contaminants is present in either the fracture or matrix domain
because vapor-phase contaminants partition into the aqueous phase as water saturations increase near the
water table and then advect out the bottom of the model domain. Direct partitioning from the vapor phase
into the aquifer across the water table is not considered. Since contaminant mass advects out the bottom
of the model domain without being influenced by contaminant mass already present in the aquifer, this
approach is conservative because it maximizes aquifer concentrations. Direct partitioning would decrease
overall as concentrations increase in the aquifer.

5.3.2 Volatile Organic Compound Transport Model Calibration

Calibration was achieved through a trial-and-error process of adjusting particular parameters within
reasonable uncertainty ranges until the model results adequately agreed with observations of carbon
tetrachloride in vadose zone soil-gas and aqueous concentrations in the aquifer. Carbon tetrachloride was
chosen because it has the largest inventory and available data set for comparison and documentation of its
disposal history and origin is better compared to other VOCs.

Calibration focused primarily on data collected through 1995, before the start of full-scale vapor
vacuum extraction operations by Operable Unit 7-08. By doing this, calibration focused on matching data
and trends that resulted from natural, ambient processes and not on artificial processes (e.g., vapor
extraction). Comparisons were made of actual VOC mass removed to simulated mass removed, but
parameter adjustments were not warranted based on the level of agreement.

The goal of calibration was to match observed general trends and not be overly concerned with
matching values at specific points. Comparison of model results to observed data was both qualitative and
subjective, relying primarily on visual observations of plots comparing model results to data. During the
calibration of the IRA model (Magnuson and Sondrup 1998), several parameters were considered for use
in calibrating the model. These included the following:

. Sediment tortuosity values

. Sorption coefficients (K4 values)

. Basalt matrix porosity

o Barometric pressure amplitude and wavelength
. Duration of air drilling.

The intent of VOC calibration was to not change anything that would impact water movement in
the vadose zone. Relevant transport processes and geologic features were included in the model only if
they could be represented with reasonable accuracy and they produced a measurable effect on the results.

For the RI/BRA VOC model calibration, only the sediment tortuosity values were adjusted.
The final values from the IRA model calibration were used for the sorption coefficients, basalt matrix
porosity, barometric pressure data, and duration of air drilling. Tortuosity values were adjusted and
judged during the calibration process as to whether they were reasonable. The final tortuosity values are
presented in Table 5-26.
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During the calibration process, one other parameter was changed to obtain a better fit to the data.
The fractured basalt permeability horizontal-to-vertical anisotropy ratio was changed from the
value of 30:1, which was used in the IRA and ABRA models, to a value of 300:1. This change helped
the model results better match the observed spreading of carbon tetrachloride in the vadose zone and
demonstrated the linkage between the flow model described in Section 5.2 and the VOC transport model.

5.3.2.1 Comparison of Simulated and Observed Carbon Tetrachloride Concentrations.
This section presents final results from the VOC model calibration. Additional results of interim steps are
presented by Magnuson and Sondrup (2006). Though nearly every soil-gas data point was used in the
comparison to simulated values, not all the comparisons could be shown. This section contains selected
results, but the results were taken from several different locations and depths to represent the entire
plume. All the aquifer results are shown.

5.3.2.1.1 Vapor Concentration Vertical Profiles—Figure 5-70 shows a comparison of
simulated concentrations at the simulation time of January 1, 1994, to time-averaged vertical profiles of
the carbon tetrachloride concentration at selected wells. The measured data are the average of data
collected over a 4-year period from January 1, 1992, to January 1, 1996. An average was taken because
the concentration at a single point can vary considerably with time. Horizontal bars through each
averaged data point indicate plus or minus 1 standard deviation for data at that port over the 4-year
period. The 4-year averaging period was somewhat arbitrary, but was made large to represent as much
data as possible, and remove influence of short-term events like the vapor extraction during the 1993
treatability study. Also, many monitoring wells were being drilled over this period, which can cause
short-term variations in the data.

Data from wells near the center of the SDA were deemed to be more important for calibration, and
more effort was focused on matching the profile of these wells. The model results compared well with
measured concentrations in wells below the B-C interbed. However, above the B-C interbed, specifically
toward land surface, the concentrations predicted by the model are greater than the measured data in
many cases. This deviation is primarily due to discretization around the source areas (i.e., pits). In the
model grid, monitoring wells are located in the same gridblocks that are designated as source gridblocks
(i.e., pits). Because wells in the model were located as if they were drilled through the center of source
pits, they showed a high concentration near land surface where the pits are located, especially because the
source is still active (i.e., releasing mass). In reality, monitoring wells are located next to or between pits
and concentrations near the surface would be lower than if the monitoring wells were drilled in the pits.
At depth, differences in port locations and pit locations become less important because of the vertical
distance from the source location.

Again, simulation results and data compare quite well at well locations inside and near the SDA.
However, at wells such as Well M7S (approximately 914 m [3,000 ft] from the northeastern corner of the
SDA), the simulation results are much lower than the data. In general, lateral spreading was less in the
simulation results than is apparent in the data. This is one of the reasons that the larger basalt permeability
anisotropy ratio of 300:1 was investigated and selected over the previously used 30:1. The larger
horizontal-to-vertical permeability ratio was helpful in causing more lateral spreading in the model, but it
still was not enough to produce the degree of spreading apparent in the data. However, as previously
stated, matching concentrations in this region was secondary to obtaining a good match to concentration
trends at the interior of the plume. Calibration produced a good match to vadose zone concentrations near
to and below the burial pits where the majority of the mass exists and enters the aquifer.
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Figure 5-70. Comparison of simulated and measured carbon tetrachloride vapor concentration vertical

profiles for select vapor monitoring wells near the Subsurface Disposal Area. The simulated data are from

June 1994. The measured data were averaged over a 4-year period from January 1, 1992, to January 1,
1996. Error bars on the measured data represent plus or minus 1 standard deviation.
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5.3.2.1.2 Vapor Concentration Time Histories—Figure 5-71 shows time-history
comparisons for carbon tetrachloride vapor concentrations at several selected vapor ports in and around
the SDA. Simulated data are plotted in the most refined grid that contains the monitoring port. In general,
simulation results are in good agreement with measured data. The best agreement was obtained for ports
closer to the source areas.

Perturbations in the modeled concentrations are due to air injection during well drilling and vapor
vacuum extraction operations. In the model, data were saved roughly every 500 days (i.e., 1.4 years),
except during some well-drilling events and vapor vacuum extraction events. In these cases, data were
saved more often in an attempt to capture the higher frequency changes that occur as a result of the event.
Variation in measured data is due to vapor vacuum extraction operations, well drilling, and barometric
pressure fluctuations. Because it is not feasible to include actual barometric data in the simulation,
changes in measured concentration caused by these data cannot be matched. Therefore, the purpose was
to match the magnitude of the measured data.

5.3.2.1.3 Aquifer Concentration Time Histories—Figure 5-72 compares the time
history of measured carbon tetrachloride concentrations to simulation results for aquifer wells near the
SDA. The same data at respective well locations are shown in Figure 5-73. Model results and measured
data shown through the year 2005, after the 1995 deadline for calibration data. Although the calibration
focused on data collected before 1996, it is doubtful whether vapor vacuum extraction operations have
impacted aquifer results significantly by 2005. In addition, some wells were drilled or began being
monitored after 1995 (i.e., Wells M14S, M15S, M16S, M17S and OW?2); therefore, no data exist for these
wells from before 1995 to use for comparison.

Model results are a mixture of underpredictions, overpredictions, and good matches of the
measured data. Only in a few cases do model results and measured data compare well in magnitude and
trend because of the highly irregular and unpredictable distribution of carbon tetrachloride in the aquifer
(see Section 4). The model underpredicts concentrations at Wells M3S, M6S, M7S, M16S, A11A31,
USGS-88, USGS-120, and RWMC Production Well. However, the model matches the magnitude and
trend of measured data quite well at Wells M1S, M4D, USGS-87, USGS-89, and USGS-90. The match is
reasonable, but not quite as good, at Wells M14S, M15S, and OW2. The model overpredicts
concentrations at Wells USGS-117 and USGS-119, and considerably overpredicts concentrations at
Well M17S, which is the only aquifer well inside the SDA boundary. However, the measured
concentrations at Well M17S seem unreasonably low given the close proximity of the well to the VOC
sources.

In general, RI/FS model results are similar to IRA model results for the aquifer. Interim Risk
Assessment model results at the RWMC Production Well agreed better because more VOCs in the
IRA model were assigned to Pit 9, closer to the RWMC Production Well. However, knowledge of
VOC waste-burial locations has vastly improved since the IRA model, and it is likely that if the current
distribution of VOC waste were used in the IRA model, the results would be similar to the results
obtained for the RI/FS model.

5.3.2.2  Effects of a Fluctuating Barometric Pressure Boundary Condition. Simulations
were performed to quantify the impact of a fluctuating barometric pressure boundary condition.

Figure 5-74 shows the mass flux of carbon tetrachloride to the aquifer both with and without a fluctuating
barometric pressure boundary condition. The results show that when barometric pumping is not included
in the simulation, the flux to the aquifer increases. The increase is approximately 40% in the year 2000
and 30% in the year 2125, when the flux to the aquifer peaks. The results for flux to the atmosphere are
similar, but in this case the flux decreases when barometric pumping is not included. Therefore, not
including barometric pumping is conservative for the groundwater pathway, but is not conservative for
the air pathway.
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Figure 5-71. Comparison of simulated (red) and measured (blue) carbon tetrachloride vapor concentration
time histories for select vapor monitoring ports near the Subsurface Disposal Area through the year 1995.
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Figure 5-74. Time-history comparison of simulated carbon tetrachloride mass flux to the aquifer, with and
without a surface barometric pressure fluctuation.

5.4 Gaseous-Phase Radionuclide Modeling

In the ABRA, C-14 was simulated as a strictly dissolved-phase contaminant. This meant that C-14
could not partition into the gaseous phase and undergo additional transport processes (e.g., diffusion in
the gaseous phase). Therefore, C-14 could not diffuse out through the upper surface of the simulation
domain. This was a conservative approach that maximized C-14 concentrations in the groundwater
pathway. However, in the ABRA, the C-14 concentrations in the groundwater pathway were
overpredicted by two to three orders of magnitude due to this conservatism when compared to currently
observed concentrations from contaminant monitoring.

For the RI/FS model, the simulation of C-14 was modified to allow C-14 to partition into the
gaseous phase. This meant that C-14 existed in both the aqueous and gaseous phase and underwent
transport in both phases simultaneously. This approach to simulating C-14 was most easily
accommodated by adopting the dual-continua model implemented for the VOC modeling previously
described. Before simulating C-14 with the full-scale dual-continua vadose zone model, two interim
simulation efforts were conducted to determine the appropriate partitioning parameters and the possible
effect of increased diffusion across the near surface in the immediate vicinity of beryllium blocks, which
contain a large fraction of the C-14 inventory. These two interim studies are briefly described first,
followed by the implementation of C-14 in the dual-continua vadose zone model used for VOCs.
Magnuson and Sondrup (2006) presents more detailed discussion of all three topics.

5.4.1 Carbon-14 Partitioning from Column Experiments

A simulation study was conducted to determine correct partitioning for C-14 in a combined
aqueous- and gaseous-phase system. This simulation study used experimental data from a
3-m (9.8-ft) high % 0.9-m (3-ft) diameter mesoscale column where an aqueous-phase tracer
(i.e., bromide), a gaseous-phase tracer (i.e., SFs), and C-14, which partitioned into both phases, were
monitored. The column experiment was designed to mimic conditions in the waste zone at the SDA and
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had a constant low flux of water applied at the surface. The column experiment also allowed gaseous-
phase diffusion out the surface. Inverse modeling was applied to this set of column data to match both the
aqueous- and gaseous-phase transport. This inverse modeling study is documented in Martian (2003).

Parameters describing the partitioning of C-14 comprise the primary output from the inverse study
used in RI/FS modeling. In Martian (2003), C-14 was treated as if it were carbon dioxide, with the
partitioning estimated from Henry’s Law. The resulting TETRAD input parameter 4 was 2.9 x 10* kPa
and is essentially the inverse of the effective Henry’s Law constant, assuming constant temperature and
pressure.

The inverse modeling application resulted in excellent matches to observed water flux,
breakthrough of the bromide and SF tracers, and breakthrough of C-14 from the column in both the
aqueous and gaseous phases. Because of this good agreement, a conclusion was made that the effective
Henry’s Law partitioning adequately described the partitioning of C-14 in the column and could be used,
with the normal cautions on upscaling, for the RI/FS vadose zone modeling.

5.4.2 Carbon-14 Beryllium Near-Field Simulation

A significant portion of the C-14 buried in the SDA is in the beryllium reflector blocks. As
beryllium corrodes, C-14 and tritium are released and partition into the aqueous and gaseous phases.
With contaminant release concentrated in a small area within the surficial sediment, higher gaseous-phase
concentration gradients would be established between release sites and the short distance to land surface,
where movement of air maintains a gaseous-phase concentration of essentially zero. A hypothesis that
this increased concentration gradient could result in additional release of C-14 from the subsurface was
tested in a study documented by Nalla (2004). Subsurface and atmospheric sampling from an
instrumented location in the SDA was used in an inverse modeling study.

Even with the less-than-desired match to observed C-14 and tritium migration behavior, it was
concluded that a substantial fraction, on the order of 80% of the C-14 mass, is released to land surface
through diffusion. This indicated that it was indeed important to include the diffusional loss through land
surface in the RI/FS model. The Nalla (2004) recommendation to reduce C-14 release from beryllium
reflector blocks by 80% for use in the subsurface model was not implemented; that implementation would
have resulted in accounting doubly for the release to the atmosphere because surface diffusional losses
also were included in the RI/FS model.

54.3 Carbon-14 Dual-Continua Vadose Zone Simulation

The VOC dual-continua model described in Section 5.3 was used to simulate transport of C-14.
Using this dual-continua model takes advantage of additional calibration achieved in VOC modeling.
Assigned contaminant mass locations for C-14 were different from locations for the strictly
aqueous-phase contaminants, as discussed in Section 5.1.

5.4.3.1 Carbon-14 Model Boundary Conditions. Aqueous-phase boundary conditions were
kept the same as the RI/FS VOC dual-continua model. Two changes were made to the gaseous-phase
boundary conditions. First, the lateral zero-concentration boundaries were omitted because they were
unnecessary for simulation of C-14. They were unnecessary because the C-14 contaminant mass did not
reach the boundaries in appreciable quantities as it did for VOC contaminants. Second, similar to VOC
modeling, barometric pressure fluctuations at land surface were eventually neglected in C-14 modeling.
They were neglected primarily for computational expediency, because including barometric fluctuations
required using a minimum 10-day time step, which resulted in long run times—on the order of 2 months
of computer processing time—to achieve approximately 700 years of simulation time (the radionuclide
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simulations for the base case and sensitivity simulations were all planned to be simulated to 1,000 years
into the future, and out to peak concentrations within 10,000 years). This was not feasible within even the
most generous time constraints. Fortunately, the effect of neglecting barometric fluctuations was
conservative because more C-14 mass was retained in the simulation domain and migrated through the
groundwater pathway.

The effect of not including barometric fluctuations was tested by making comparative simulations,
with and without barometric pumping. These comparisons used the sensitivity simulation of the
comparative base case (i.e., B4ng_g8), which comprised no removal of Pit 4 inventory and no grouting of
beryllium blocks. Figure 5-75 shows a comparison of the maximum simulated aquifer concentration as a
function of time at a depth of 12 m (39.3 ft) anywhere in the simulation domain, with and without
barometric pumping. Concentrations for each simulation are extracted for both anywhere in the model
domain and anywhere in the domain outside the SDA fence. The effect of not including barometric
pressure fluctuations for locations outside the SDA fence was to increase the simulated aquifer
concentration by approximately 20%. It was slightly larger inside the SDA, with an approximate 25%
increase. Implementing C-14 simulations without barometric pressure fluctuations brought back some of
the conservatism that had been reduced by simulating gaseous-phase partitioning.

600

—e— With fluctuations, anywhere

500 —m— With fluctuations, outside SDA fence —
f \\ —x— Without fluctuations, anywhere
400 M —e— Without fluctuations, outside SDA fence
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Figure 5-75. Maximum simulated aquifer carbon-14 concentration, anywhere in the simulation domain, at
a depth of 12 m, with and without surface barometric pressure fluctuations.

5.4.3.2 Carbon-14 Comparison without Gaseous-Phase Partitioning. To demonstrate the
effect of including gaseous-phase partitioning in the RI/FS model, an additional simulation was
performed where the C-14 source release was imposed in the single-continua model used for
contaminants that migrated strictly in the aqueous phase, essentially reverting to the method used in the
ABRA for simulating C-14 migration. Figure 5-76 shows a comparison of the maximum simulated
concentration anywhere in the aquifer for case B4ng g8 with gaseous-partitioning in the vadose zone
model and diffusion at land surface to the same simulation where gaseous-phase partitioning is not
included. In the case where gaseous partitioning is not allowed, no diffusive loss to land surface occurs.
The results are presented with both a linear and a logarithmic scale concentration axis because the
difference is so large (i.e., approximately two orders of magnitude).
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Figure 5-76. Maximum simulated concentration anywhere in the aquifer, with and without gaseous-phase
partitioning in the vadose zone transport model.
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5.4.3.3 Carbon-14 Model Remedial Investigation and Baseline Risk Assessment
Base-Case Simulation Results. The base-case final simulation for C-14 did not include barometric
pressure fluctuations. No consistently elevated concentrations or trends have been in evidence for C-14
monitoring in the vadose zone. One location that has shown detections is the perched water in

Well USGS-92 above the C-D interbed. Figure 5-77 shows a comparison of the simulated C-14
aqueous-phase concentration at the gridblock representing this location to the monitoring results. No
background concentration is added to the simulation results. Even with inclusion of gaseous-phase
partitioning and diffusional losses to land surface, the simulated concentrations still overpredict the
sporadic observed values, indicating the simulation result is still conservative.

Well USGS-92

B_g8.GV WFR2, IX: 6, IY: 6, 1Z: 55

1000 [

500

C-14 Concentration (pCi/L)

0 . | . . . R e A
1970 1975 1980 1985 1990 1995 2000 2005
Time (years)

G1569-71

Figure 5-77. Time history of simulated (red line) and observed (blue diamonds) carbon-14 aqueous-phase
concentrations at Well USGS-92.

Simulated aquifer concentration time histories for C-14 at locations containing aquifer monitoring
wells are shown in Figure 5-77. Monitoring results for C-14 that represent 3¢ detections, or greater, are
included as blue diamonds on the time-history plots along with a whisker-style indication of their
associated 1o uncertainties. Results show the sporadic nature of detections and demonstrate that
simulation results are conservative because they overpredict measured groundwater concentrations in
Wells M17S and USGS-119, though not nearly to the degree recorded in the ABRA. The overprediction
at Well M17S is consistent with the carbon tetrachloride results in that the model overpredicts measured
data. Figure 5-77 shows simulated aquifer C-14 concentrations in the first-level refined grid for the
aquifer domain. The simulated elevated concentrations are more centrally located beneath the
southeastern corner of the SDA, when compared to other contaminants (e.g., nitrate).
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5.5 Biotic Transport

Unlike other waste area groups, contaminants in Waste Area Group 7 are buried under an
operational soil cover averaging 1.5 m (5 ft) deep. The contaminants must be brought to the surface to
enable human contact with the contaminants. One possible mechanism for contaminants to be brought to
the surface is biotic transport, which has been measured at the INL Site. The current 1.5-m (5-ft) soil
cover at Waste Area Group 7 is not deep enough to prevent intrusion into the waste by deeper burrowing
animals and deeper rooting plants; therefore, the DOSTOMAN biotic-pathway model was used to predict
biotic transport of contaminants in the SDA.

Only the current cover is assessed for the RI/BRA. Programmatic guidelines specifying a surface
barrier as a component of any remedial action ultimately implemented in the SDA have been adopted
(Holdren and Broomfield 2004). Cover designs included as part of proposed remedial alternatives will be
evaluated in the feasibility study.

5.5.1 Biotic Model Methodology

The biotic pathway takes available mass from the source-release model as input and computes
surface soil concentrations. The biotic-uptake model is the same model used in previous risk assessments
and is described in detail in the ABRA (Holdren et al. 2002). However, a review of the process identified
that available mass from the source-release model, used as an input to the biotic model, might not be a
conservative estimate. Therefore, the methodology used to estimate available mass was changed for this
RI/BRA.

Previously, results from the source-release modeling were directly used as input into the
biotic-transport model. In effect, this meant that contaminant mass was not available for transport until it
had been released from the waste. However, in the case of some contaminants (e.g., Am-241 in sludge),
plant roots could intrude into the waste and take up that contaminant before it was actually released from
the waste. Therefore, the methodology was changed so that inventory released by the surface-wash
mechanism is immediately available for transport by way of the biotic pathway. The inventory released
by dissolution (e.g., Tc-99) in activated metal would not be available until the contaminant had released
from the waste form. Therefore, output from source-release modeling is still used for dissolution release
to provide input to the biotic model. Total input into the model is the sum of the surface wash, which is
available immediately, and the dissolution release, which is still computed by the source-release model.
To simplify the calculation of mass available from the surface-wash portion of the inventory, container
failure rate is not used. No credit is taken for containers. This is more conservative than previous
modeling because more mass is available sooner, and it simplifies the additional calculations required for
input into the biotic model.

The DOSTOMAN code was used to predict the amount of contaminants brought to the surface.
Yearly average concentrations were computed for the SDA. Four successive phases have been addressed
that describe transition from the current disturbed setting back to a native vegetation mixture. Processes
modeled using DOSTOMAN include animal burrowing, burrow collapse, plant uptake, radioactive decay,
and leaching of contaminants from infiltrating water. Loss caused by erosion or surface runoff was not
modeled. Neglecting erosion and surface runoff is conservative because it leads to higher surface
concentrations in the SDA. The effect of including erosion would be to remove contaminant mass from
the surface and, thereby, reduce the soil concentration to which the receptor would be exposed. The effect
would be offset by reduced depth to the waste and enhanced intrusion. However, the erosion scenario is
not appropriate because the SDA is a depositional environment (Hackett et al. 1995).
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The SDA has been used for shallow land disposal since 1952. Animals and insects on or adjacent
to the SDA could possibly serve as mechanisms of transport or accumulation of contaminants at the
surface. The DOSTOMAN code was used to simulate the movement of contaminants by plant uptake, as
well as animal and insect excavation, to evaluate the transport of contaminants through biota. Release of
nonvolatile contaminants to the surface environment involves mechanical transport of waste to the
surface. Mechanical transport can be simulated using a compartmentalized model that provides for flora
to uptake waste and burrowing animals to burrow into the waste and deposit it at the surface. The
compartmentalized modeling approach has been used (Shuman, Case, and Rope 1985) to model the
movement of radionuclides at the INL Site with the DOSTOMAN code (Root 1981).

Subsurface contamination in the SDA can be moved to the surface and near-surface soil profile
through root assimilation. Once transferred to aboveground plant structures, contamination may be
transported by primary consumers through the food web or accumulate in the surface soil through plant
death and decay. Most of the SDA has been seeded with crested wheatgrass (Agropyron cristatum) to
reduce moisture infiltration and erosion. Russian thistle (Salsola kali) has invaded disturbed areas that
have not been seeded successfully with grass. The vegetation surrounding the SDA is dominated by big
sagebrush (Artemisia tridentata), green rabbitbrush (Chrysothamnus viscidiflorus), and bluebunch
wheatgrass (Pseudoroegneria spicata).

Redistribution of soil by burrowing animals may impact mobility of buried waste through transport
enhancement, intrusion and active transport, and secondary transport (Arthur and Markham 1982;
Cline et al. 1982). Four rodent species account for more than 90% of the composition of small mammals
inhabiting the crested wheatgrass and Russian thistle habitat types in the SDA. These are Townsend’s
ground squirrel (Spermophilus townsendii) at 4%, Ord’s kangaroo rat (Dipodomys ordii) at 10%,
montane vole (Microtus montanus) at 23%, and the deer mouse (Peromyscus maniculatus) at 57%
(Groves and Keller 1983).

Evidence suggests that harvester ants (Pogonomyrmex salinus) are active at the INL Site. The
sampling of harvester ant nests at the Materials and Fuels Complex ponds suggests that the ants
redistribute radionuclide concentrations in soil; the effect is seen mainly in the mound material (Blom,
Johnson, and Rope 1991). In addition, harvester ants appear to have transported radioactive contaminants
at the Boiling Water Reactor Experiment I site (Blom, Johnson, and Rope 1991) where a zone of surface
contamination was covered with a layer of gravelly soil at least 15 cm (6 in.) deep. Harvester ants also
exhibit a preference for disturbed conditions similar to those found in the SDA (Fitzner et al. 1979;
McKenzie et al. 1982).

The DOSTOMAN code mathematically simulates movement of contaminants from subsurface
source compartments to overlying sink compartments by solving a system of differential equations at
specified time steps. The general equation is shown in Equation (5-4):

N N
dQ,/dt =2 Aam Q-2 hnn Q- A Q, £ S, (5-4)
m=1 m=1

where

Q. = quantity of contaminant in compartment n (g)

Qn = quantity of contaminant in compartment m (g)

Aom = rate constant for the transport of contaminants from compartment m to compartment n

(year™)
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Amp = rate constant for the transport of contaminants from compartment n to compartment m

(year™)
AR = decay constant for the contaminant (year™)
S = source or sink term in compartment n (g/year)

N

total number of subsurface source compartments under consideration.

The first summation term in Equation (5-4) is the sum of all input rates to compartment n. The
second summation term includes all rate-constant losses from compartment n. The remaining two terms
include contaminant decay and the gain or loss in compartment n from sources or sinks.

At specified time increments, the system of differential equations presented by Equation (5-4) for
n compartments can be solved to determine the contaminant inventory Q, for each compartment. Details
of the mathematical approach for determining a solution are given in Root (1981).

The DOSTOMAN model is represented graphically in Figure 5-78. Up to eight contaminants can
be modeled in a single run. Figure 5-78 shows only two components that are part of a single decay chain.
This simplification was used to illustrate how the model was set up. The first contaminant mass is
contained in the dotted blue box at the left of Figure 5-78. Waste zones are represented by two red boxes
at the bottom of the figure. Once mass is released from waste by the source-term model, the mass amount
is input into the waste zones. Empty black boxes above the waste zone represent individual soil
compartments. The green-shaded box at the upper left corner is the plant compartment. Contaminant mass
is assimilated by plants and becomes part of the plant compartment, which is represented by the green
lines that come from the waste zone and the individual soil zones to the plant compartment.

The mass of contaminant assimilated by plants is released when the plants die. Plant death is
represented by the blue line from the plant compartment to the surface compartment. In reality, plant
death contributes contaminant mass to all the soil compartments; however, for simplicity, the contaminant
is shown as going only to the surface compartment.

Contaminant movement is represented by the purple line from the individual compartments to the
surface compartment. Contaminant mass can be removed from an individual compartment by leaching or
burrow collapse, which effectively moves mass to the next lower compartment and is represented by the
gray lines in Figure 5-78.

Radioactive contaminants decay. If a stable isotope decays, the lost mass goes to the sink
compartment (i.e., the stable isotopes are not hazardous and are no longer tracked). However, if another
radioactive isotope in a decay chain decays, then mass is transferred to the set of compartments seen on
the right of Figure 5-78 (in the purple dotted box labeled Contaminant 2). The contaminant mass can be
transported by the same mechanisms as the original isotope. Transport rates are controlled by the
properties (e.g., plant uptake factors or soil-to-water partition coefficient) of each isotope. Contaminant
blocks were repeated for each contaminant modeled in a single simulation. Contaminants in any given
compartment were assumed in the modeling to be available for transport by animals that burrow into a
compartment even though they may not burrow as deeply as the waste. In addition, shallow-rooted plants
were assumed to be able to uptake contaminants in nonwaste compartments.
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Figure 5-78. DOSTOMAN biotic modeling.
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Uptake of contaminants by sagebrush was not modeled during the occupational period because it
was assumed that current RWMC operations would inhibit growth of sagebrush during the period of
institutional control. It also was assumed that maintenance of the SDA surface soil would continue during
the institutional control period. Contaminant mass available is 23.2% of the mass released from the
source-term model. This accounts for burying much of the waste more deeply than the plant roots or
animal burrows are expected to go. Average depth to basalt is 5.3 m (17.5 ft) with 1.5 m (5 ft) of
overburden and 0.6 m (2 ft) of underburden. The 1.5-m (5-ft) overburden is the weighted average of
thickness of overburden based on recent survey results. The 0.6-m (2-ft) underburden is based on current
operational practices. Therefore, the average waste thickness is 3.2 m (10.5 ft). Maximum depth of biotic
intrusion is 2.3 m (7.6 ft) of which 1.5 m (5 ft) is overburden. Therefore, the fraction of the waste that is
available for uptake is 0.8/3.2 m (2.6/10.6 ft) or 25%.

5.5.2 Methodology for Determining DOSTOMAN-Rate Constants

Transport and uptake parameters are determined using applicable literature. Biotic transport rate
constants allow the determination of radionuclide and nonvolatile chemical movement between the
contaminated waste compartment and overburden compartments. The generic symbol for the rate
coefficient for compartment n to compartment m is A, ,,. Specific coefficients for each process are defined
below. A superscript is used to identify the coefficients for an individual process (e.g., plant uptake). For
example, the plant uptake-rate coefficient for compartment n to compartment m is 47"

These coefficients then are used as shown in Equation (5-1) to determine soil-contaminant
concentrations. The plant death-rate constant determines the rate at which biomass dies and decays in the
soil of each compartment. The rate constant is given by the Equation (5-5):

N
M= D [(1-FBAG) x FD; X FPim * (FBAG: X FDi)qupuce] (5-5)
i=1
where
}Lﬂ?n = death-rate constant for each plant in each compartment m (year™)
FBAG; = fraction of total aboveground biomass of plant species i
FD; = fraction of belowground biomass of plant species i that dies annually (year™)
FPim = fraction of belowground mass of plant i in soil compartment m
N = number of plant species.

The second term in this expression is used only in the uppermost (surface) soil compartment. This
term accounts for aboveground biomass that is assumed to enter the uppermost soil compartment
(surface) at a rate equal to the annual death rate. The second term is deleted for all other soil
compartments. The death-rate constant is calculated for each plant species and then summed to give an
aggregate death-rate constant for each soil compartment.

Data for plant death and plant uptake were compiled from both INL Site-specific literature and

outside literature. All source references, data reviews, and compilations have been summarized in
Hampton and Benson (1995) and Hampton (2001).
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The current scenario reflects plant production over a period of 100 years, during which time the
current vegetation community is maintained. Community composition for future scenarios was modeled
for four separate periods to replicate change in community structure over time (i.e., 100 to 130, 130 to
150, 150 to 200, and greater than 200 years).

Plant-age composition for current and future scenarios was assumed to remain constant over the
modeled periods. Biomass calculations were based on a total community production and fractional
contributions of individual plant species (NRCS 1981). Successional trends of the SDA from the current
vegetation community were assumed to result in a natural community similar to sagebrush-grass
communities surrounding RWMC and other parts of the region (Anderson 1991; Anderson and Inouye
1988; NRCS 1981).

Where possible, best-estimate input values from studies conducted in disturbed soil were used for
the current scenario and values from undisturbed studies were used for 100-plus-year scenarios. Average
values from studies with the greatest sample size were given preference, and the largest average was
selected if sample sizes were consistent. If no average was reported, a median value was calculated from a
published range. Otherwise, the smallest reported maximum value from all studies was selected. Data
specific to the INL Site were selected over data from off the INL Site, unless the study was flawed or
somehow less applicable (e.g., plants grown in media other than native soil).

Table 5-27. Fractional root distribution for 5.5.3 Flora—Current Scenario

individual plant species specific to the Idaho

National Laboratory Site for the current Vegetation cover on the SDA comprises two
scenario. species: crested wheatgrass (Agropyron cristatum) and

Depth sz Russian Russian thistle (Salsola kali) (Arthur and

(cm) Wheatgrass® Thistle® Markham 1982). Biomass and rooting depths for these
species are summarized in Table 5-27. The total
0-15 0.35 0.22 average community biomass (aboveground and

15-30 0.25 0.21 belowground) was estimated as approximately

3045 0.10 0.21 11,000 kg/ha (2.2 ton/ha) for current SDA conditions

45-90 0.23 0.23 (Arthur and Markham 1982).

90-135 0.04 0.10 The composition was assumed to remain
135-180 0.03 0.03 constant through 100 years of maintaining current
180-225 0 0.02 conditions. Rooting depths and root-mass distribution
225-270 0 0 are summarized on Table 5-28. The maximum rooting

depth for crested wheatgrass is not expected to reach a
depth sufficient to penetrate the waste matrix during
the current scenario. However, Russian thistle can
penetrate into the waste zone during the current occupational scenario. The establishment of sagebrush
and other deeper rooting shrub species is controlled in the SDA; therefore, those species were not
included as components for the current scenario.

a. Reynolds (1990).

5.5.4 Flora—100-Plus-Year Scenario

The 100-plus-year scenario for vegetation consists of several phases where transitional changes in
the current SDA community composition result in reestablishment of a natural sagebrush and bunchgrass
community (Anderson and Inouye 1988; Anderson et al. 1978; NRCS 1981). The composition of
different species for communities modeled after 100 years is presented in Table 5-28, which summarizes
biomass and maximum rooting depth of the individual species for each transitional phase. Composition
and percent biomass for successive increments are based on Arthur and Markham (1982), Anderson and
Inouye (1988), Hull and Klomp (1974), Anderson et al. (1978), and Anderson (1991).
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Table 5-28. Fractional root distribution for individual plant species for the 100-plus-year scenario.

Needle
and

Depth Crested  Russian Green Bluebunch ~ Thread Other Other
(cm)  Wheatgrass® Thistle® Sagebrush® Rabbitbrush® Wheatgrass® Grasses® Grasses® Forbs® Shrubs”

0-15 0.35 0.22 0.21 0.125 0.35 0.35 0.35 022 0.12
15-30 0.25 0.21 0.20 0.10 0.25 0.25 0.25 0.21 0.10
30-45 0.10 0.21 0.20 0.07 0.10 0.10 0.105 0.21  0.07
4590 0.30 0.23 0.23 0.45 0.23 0.20 0.23 0.23 045
90-135 0 0.10 0.13 0.20 0.04 0.05 0.065 0.10 0.20
135-180 0 0.03 0.015 0.04 0.03 0.05 0 0.03 0.04
180-225 0 0 0.015 0.015 0 0 0 0 0.02
225-270 0 0 0 0 0 0 0 0 0

a. Reynolds (1990). Adjusted for maximum depths given on this table.
b. McKenzie et al. (1982).

Biomass calculations for the three periods (i.e., 130 to 150, 150 to 200, and greater than 200 years)
are based on average yearly greater-than-land-surface estimates of 1,490, 2,030, and 1,000 kg/ha,
respectively (see Table 5-28). Root-mass distribution with depth for this scenario is presented in
Table 5-29. Sagebrush and similar shrubs (e.g., gray rabbitbrush [Chrysothamnus nauseosus)) are
expected to attain maximum rooting depths with maximum shrub density developing at 200 years.

The other plant-rate constant is plant uptake, which simulates uptake of contaminants into the plant
biomass. The death of the plant returns the contaminants to the soil compartments. Equation (5-6)
describes the uptake constant:

N
Kﬁfn = Z(Bv X PP; X FPi.m)/ MSn (5-6)
i=1
where
Xﬁfn = plant uptake rate constant (year™)
By = plant bioaccumulation factor ([mg/g plant]/[mg/g soil])
PP; = annual plant productivity (g/year) for all plants of species i
FPim, = fraction of root mass of all plant species i in soil compartment m
MS,, = mass of soil in compartment m (g)
N = number of species.
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The annual plant productivity (PP;) can be found by using Equation (5-7):

PP;=SBix (RS;*1) x FN;x SA (5-7)
where

PP, = annual plant productivity

SB; = shoot biomass per unit area for species i (g/m?)

RS, = root-to-shoot ratio for species i

FN; = fraction of total biomass produced each year (1/year)

SA = surface area of the SDA (m?).

Mass of soil in compartment m (MS,;,) can be found by using Equation (5-8):

MSm = VCm X P (5-8)
where

MS,, = mass of soil in compartment m

VC, = volume of compartment m (cm®)

o = density of soil (1.5 g/cm?).

Plant uptake constants are determined for each plant species in each compartment and then
summed to produce the aggregate uptake-rate constant for that compartment.

Movement of contaminants by burrowing animals and ants requires soil transport rate constants.
Equation (5-9) describes the soil transport rate constant:

N
Mon= > (I X MB; X FNB; X FBin) MSa (5-9)
=1
where
A = soil transport rate constant (year™)
L = number of individual animals in species i
MB; = mass of soil moved to the surface per individual by species i (g)
FNB; = fraction of new burrows per year for species i (year )
FBin, = fraction of burrows of species i in soil compartment m
MS, = mass of soil in compartment m (g)
N = number of species.
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A soil transport rate constant is calculated for each compartment for each burrowing species in that
compartment. Constants for each species are summed to produce the aggregate soil transport rate constant
for each compartment. The predominant effect produced by this constant occurs when a burrowing animal
digs directly into the waste and transports it to the surface.

Burrowing animals enhance waste transport through intrusion activities that move contaminants to
the surface. The DOSTOMAN biotic transport model includes contributions of both burrowing mammals
and harvester ants. Data were compiled from SDA and INL Site-specific literature and outside literature.

5.5.5 Fauna—Current Scenario

Composition of burrowing species, population density, burrow volumes, and average burrow
depths reflecting estimated current burrowing activity in the SDA are shown in Table 5-30. Burrow
distribution with depth for individual species is listed in Table 5-31. Burrow distributions, with depth, for
the current scenario are based on average burrow depths, and the soil profile was assumed to be disturbed.
No animals are expected to attain burrow depths sufficient to exceed the current overburden thickness of
1.5 m (5 ft) (calculated average). The deepest average burrow depths are 1.4 m (4.5 ft) for harvester ants
and 1.3 m (4.3 ft) for Townsend’s ground squirrels (see Table 5-30). Species densities (see Table 5-32)
are based primarily on previous studies of the SDA by Groves (1981), Groves and Keller (1983),
Koehler (1988), Boone (1990), and Boone and Keller (1993). Burrow volume, depth, composition, and
average population densities were assumed to remain constant for 100 years, assuming that institutional
controls maintain current conditions over that period (see Tables 5-31 and 5-32).

Table 5-30. Small animal density and burrowing parameters for the current scenario.

Population Maximum Burrow Number of
Burrowing Animal (individuals Depth Volume New Burrows

Species® per hectare)® (cm) (L) (per year)”
Townsend’s ground squirrel 5 130° 9.4° 0.75
Ord’s kangaroo rat 5 90° 7.3¢ 0.87
Deer mouse 17 50° 1.3° 0.87
Montane and sagebrush voles 30 40° 2.1° 0.87
Great Basin pocket mouse 15 77 6.8¢ 0.75
Western harvester ant (nests) 13¢ 138" 2.48 0.1°

Note: Data in bold are specific to the Idaho National Laboratory Site.

a. Mammal species composition and populations are based on studies conducted in the Subsurface Disposal Area by
Groves (1981), Groves and Keller (1983), Koehler (1988), Boone (1990), and Boone and Keller (1993).

b. McKenzie et al. (1982).

c. Reynolds and Laundré (1988).

d. Landeen and Mitchell (1981).

e. Blom, Clark, and Johnson (1991).

f. Gaglio et al. (1998).

g. Fitzner et al. (1979).
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Table 5-31. Burrow volume and fraction of volume excavated at depth by small animals for the current
scenario.

Townsend’s Ord’s Great Basin
Depth of Disturbed Soil Ground Kangaroo Deer Pocket
(cm) Squirrel” Rat® Mouse® Voles® Mouse”

Fraction of Volume

0-15 0.06 0.16 0.38 0.46 0.24

15-30 0.18 0.13 0.29 0.46 0.24

30-45 0.34 0.23 0.25 0.08 0.24

45-90 0.24 0.47 0.08 0 0.29
90-135 0.18 0 0 0 0
135-180 0 0 0 0 0
180225 0 0 0 0 0
225-270 0 0 0 0 0

Total burrow volume (L) 9.4 7.3 1.3 21 6.8

a. Reynolds and Laundré (1988), Reynolds and Wakkinen (1987).
b. McKenzie et al. (1982).
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Table 5-32. Small animal density and burrowing parameters for the Subsurface Disposal Area

100-plus-year scenario.

Average
Current/100-plus Years Depth Burrow Volume New Burrows
Species® (number per hectare®) (cm) ((9) (year")"
Badger 1/3 180° 318.0°¢ 3
(diameter =30 cm,
length = 450 cm)
Deer mouse 17/30 24° 1.7° 0.87
Great Basin pocket mouse 15/25 44 4° 5.6" 0.75
Least chipmunk 3/8 17.58 5.5% 0.75
Montane and sagebrush 30/10 23¢ 1.5¢ 0.87
voles
Northern pocket gopher 717 13.4" 5.5 0.75
Ord’s kangaroo rat 8/5 34 7.2! 0.87
Rabbits 8/20 150 87.0° 0.75
(length =170 cm)
Townsend’s ground 5/5 128° 8.2° 0.75
squirrel
Western harvester ant 20/36 138" 7.0 0.1

(nests)

Note: Data in bold are specific to the Idaho National Laboratory Site.

a. Compiled from Groves (1981), Groves and Keller (1983), Koehler (1988), Boone (1990), and Boone and Keller (1993), unless otherwise

noted.
b. Lindzey (1976).
c. McKenzie et al. (1982).

d. Calculated from data presented in reference.

e. Reynolds and Wakkinen (1987).

f. Landeen and Mitchell (1981).
g. Laundré (1989a).

h. Winsor and Whicker (1980).
i. Reynolds and Laundré (1988).

j- Blom, Clark, and Johnson (1991).

k. Gaglio et al. (1998).
1. Fitzner et al. (1979).
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5.5.6 Fauna—100-Plus-Year Scenario

Composition of the animal community for the 100-plus-year scenario was altered to reflect changes
as the vegetation community is transformed to simulate conditions at the INL Site if institutional controls
were discontinued. The composition, burrow depth, volume, and density of species for the 100-plus-year
modeled periods are summarized in Table 5-33. The fractional burrow distribution for each individual
species is presented in Table 5-33. Burrow distributions, with depth, for the 100-plus-year scenario are
based on average burrow depths and profiles of undisturbed soil. While rodent populations fluctuate
widely from year to year (Boone and Keller 1993), population densities presented are average species
compositions and population levels over time.

Leaching from a compartment is computed using Equation (5-10):

P
Amanl = = (5-10)
OR T,,
where
Mj’mﬂ = leach rate coefficient for compartment m (year-1)
P = net infiltration (m/year)
0 = volumetric moisture content (unitless)
R = contaminant-specific retardation coefficient (unitless)
T = thickness of compartment m (m).

Burrow collapse is computed using the burrow compartment mass excavation given in
Equation (5-11). The lowest compartment receives mass from the middle compartment equal to the
amount of soil moved to the surface from the lowest compartment. The middle compartment receives
mass from the upper compartment equal to mass moved to the surface from both the first and second
compartments. This way mass removed by burrowing is replaced by burrow collapse from the
compartment above. Total mass moved into any compartment by burrow collapse is equal to mass
removed from that compartment plus total mass moved to the surface from all compartments below.
Equation (5-11) is used for computing the burrow collapse for a compartment:

nl Tn
Aomn = D A — (5-11)
i=l Ti
where
Amn =  burrow collapse-rate constant (year™)
}an’i = soil transport rate constant for compartment i (year™) for burrowing animals
Ty = thickness of compartment n (m)
T; = thickness of compartment i (m)
nl = number of compartments lower than compartment i.
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5.5.7 Biotic-Model Calibration

The biotic model was not calibrated for two reasons. First, data from surface sampling are
inconsistent and probably reflect past operational releases and flooding events rather than biotic uptake.
In addition, repeated recontouring has made data for surface concentrations less useful for calibration
purposes. Concentrations of Cs-137 and Co-60 decrease more rapidly than can be accounted for by decay
or leaching. Rapid decrease is believed to be caused by having sampled clean soil used in recontouring.
Second, a surface barrier will be a component of the remedial action ultimately implemented in the SDA
(Holdren and Broomfield 2004). Any additional cover would tend to eliminate the potential for biotic
intrusion into the waste. Therefore, calibration of the biotic model was not attempted.

5.5.8 Summary

The DOSTOMAN biotic model was used to predict surface soil concentrations for use in the
exposure assessment. Soil concentrations are believed to be conservative for the processes modeled. The
methodology used to produce inputs to the model is more conservative than previous modeling efforts.
The biotic model was not calibrated to measured soil concentrations because (1) soil data were
inconsistent for many contaminants, (2) the SDA surface is routinely modified by subsidence repair and
recontouring, and (3) some form of covering with additional material (i.e., a surface barrier) will be
implemented as a component of any remedial action in the SDA. An appropriately designed cover would
eliminate the possibility of biotic intrusion into the waste.

5.6 Summary and Conclusions

Modeling presented in Section 5 is the basis for analysis of risk in Section 6. With changes to the
surface infiltration boundary condition and to the source term to reflect possible remedial alternatives,
these models also will form the basis for remedial decisions for Operable Unit 7-13/14. Many aspects of
the source-release and groundwater-pathway modeling have been improved compared to the ABRA
model. However, uncertainties are and always will be associated with predicting movement of
contaminants in the subsurface; therefore, conservatism is retained in the modeling and is demonstrated
through comparison to monitoring. The primary improvement over the ABRA model was in the
knowledge of inventory, waste-disposal streams, and disposal locations within the SDA. These
improvements in the inventory and results of characterization activities have been successfully
incorporated into the source-release model and the interface with the vadose zone model. Improvements
also have been made in groundwater-pathway modeling; however, those improvements have had a lesser
impact on predicted concentrations. For groundwater-pathway modeling, updating the VOC modeling and
including gaseous-phase C-14 transport were the primary improvements. Table 5-34 summarizes the
improvements in RI/FS modeling. However, results must be considered in the context of uncertainties
inherent in the modeling relative to conceptual models and parameterization of the conceptual model that
was implemented. Section 6 provides a discussion of uncertainties.

In each case, best judgment was used in implementing the source-release model and the subsurface
flow and transport model. Lack of data for calibrating the source-release model and the subsurface flow
and transport model for strictly dissolved contaminants continues to require that modeling primarily rely
on individual comparisons to field data instead of calibration to a contaminant plume. The ongoing
monitoring program and evaluation of monitoring results represent considerable time and expense.
Results of these monitoring activities have shown promise in identifying trends in contaminant behavior
that are useful for determining the relative conservatism in modeling. Fortunately, from an environmental
consequence perspective, the movement of contaminants in the vadose zone and aquifer beneath the SDA
is slow, and no extensive dissolved-phase-contaminant plume is available against which to calibrate.
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Results of these models are a reasonable basis for estimating potential risk to human health and the
environment and for assessing appropriate remedial alternatives to mitigate unacceptable risk. However,
results must be considered in light of uncertainties associated with this analysis. Existing data sets for
dissolved-phase contaminants were inadequate for model calibration; therefore, model parameters were
not adjusted in an attempt to achieve calibration by improving agreement between simulated and observed
results. Instead comparisons were made to assess model predictions relative to observed results. Modeling
results consistently overpredict aquifer concentrations (neglecting sporadic detections), overpredict at
some vadose zone monitoring locations, and underpredict at other vadose zone monitoring locations. The
latter is likely due to a combination of highly heterogeneous waste disposal and gridblock averaging that
reduces simulated concentrations due to large gridblock volumes relative to the point-scale monitoring
results from the vadose zone network. Based on this, the groundwater-pathway modeling results are
generally conservative. This conservatism primarily results from overestimating contaminant source
release, having rapid vertical transport in the fractured basalt portions of the vadose zone, and including
the extensive low-permeability region in the aquifer domain, which limits dilution.

Relative to sensitivity results, the source inventory and release mechanism have the largest impact
on predicted groundwater-pathway concentrations. In terms of water movement and its impact on the
subsurface pathway, two primary features of the models impact predicted concentrations. First, the
amount of water that contacts waste influences groundwater-pathway concentrations. This water serves as
the driving force to move aqueous-phase contaminants along the groundwater pathway. Sensitivity
simulations show that additional water in the vadose zone that does not contact the waste primarily results
in dilution of groundwater-pathway concentrations. Second, the low-permeability region in the aquifer
has a substantial impact on predicted concentrations. This low-permeability region reduces dilution that
would otherwise occur and results in increased concentrations that are more reflective of the
concentration of water influxing from the vadose zone.

The source inventory and release mechanism having the largest impact on the groundwater
pathway indicates that efforts expended since the ABRA on identifying waste inventories and locations
has been justified. The importance of quantifying the amount of water contacting the waste also justifies
the efforts expended to place probes in the waste and shows promise for improved results with the
Geologic and Environmental Probe System probes. Obtaining samples of leachate for contaminant
analyses will substantiate the results of groundwater-pathway monitoring.

In terms of uncertainty, given the lack of quantitative uncertainty assessment, all uncertainty
discussions have to be qualitative. Given that the model overpredicts current concentrations in the aquifer,
it is certain that model results are conservative at the present time. The amount of uncertainty in the
predictive results undoubtedly increases with time, decreasing the level of confidence that the model
remains conservative over time. Monitoring over time and comparing monitoring results against model
predictions will be an important aspect of post-record of decision monitoring.
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